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Preface

Linguists, it has to be admitted, are strange animals. They get very excited about things
that the rest of the species seem almost blind to and fail to see what all the fuss is
about. This wouldn’t be so bad if linguists were an isolated group. But they are not,
and what’s more they have to teach non-linguists about their subject. One mistake that
linguists often make is to assume that to teach linguistics, students should be instilled
with the kind of enthusiasm for the subject that linguists themselves have. But not
everybody wants to be a linguist and, as a friend of mine once said, not everybody can
be a linguist.

What the dedicated language student wants, however, is not the ability to analyse
complex data from languages in exotic regions of the world, or to produce coherent
theories that explain why you can’t say his being running in a more elegant way than
anyone else can. What they want from linguistics is to see what the subject can offer
them in coming to some understanding of how the language that they are studying
works. It is for these students that this book has been written.

This is not to say that this is not a linguistics text. It is, and linguistics permeates
every single page. But the difference is that it is not trying to tell you how to become a
linguist — and what things to get excited about — but what linguistic theory has to offer
for the understanding of the English language. Many introductory text books in syntax
use language data as a way of justifying the theory, so what they are about is the
linguistic theory rather than the language data itself. A book which was about language
would do things differently; it would use the theory to justify a certain view of the
language under study. We have attempted to write such a book.

As part consequence of this, we have adopted a number of strategies. The first is
what we call the ‘No U-turn’ strategy. If you have ever read an introductory book on a
linguistic topic you may have found pages and pages of long and complicated
arguments as to why a certain phenomena must be analysed in such and such a way,
only to find in the next chapter that there is actually a better way of doing things by
making certain other assumptions. This is the sort of thing that linguist find fun. But
students often find it confusing and frustrating. So we have attempted to write this
book without using this strategy. As far as possible, concepts and analyses that are
introduced at some point in the book are not altered at some later point in the book.
Obviously, pictures have to be painted a bit at a time to make them understandable and
so it isn’t possible to ‘tell the whole truth’ right from the start. But an attempt has been
made to build up the picture piece by piece, without having to go back and rub out
earlier parts of the sketch.

Another strategy adopted in the book is to avoid unnecessary formalisms. These are
very useful if you want to understand the workings of a theory to the extent needed to see
where its weaknesses are and how it needs to be developed to overcome these. But as
this is not our aim, it is not necessary to make students fully aware of how to formalise
grammatical principles. All they need is an understanding of how the principles work
and what they predict about the language and this can be put over in a less formal way.
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The target audience for the book is BA students, covering the introductory syntax
level and going through to more advanced BA level material. For this reason, the book
starts from the beginning and tries to make as few assumptions as possible about
linguistic notions. The first two chapters are a fairly substantial introduction to
grammatical concepts both from a descriptive and a theoretical point of view. This
material alone, along with the exercises, could form the basis of an introduction to a
syntax course. The latter chapters then address specific aspects of the English language
and how the concepts and grammatical mechanisms introduced in the first two
chapters can be applied to these to enable an understanding of why they are as they
are. As the book relies on a ‘building’ process, starting out at basic concepts and
adding to these to enable the adequate description of some quite complex and subtle
phenomena, we have also provided an extensive glossary, so that if you happen to
forget a concept that was introduced in one part of the book and made use of in
another, then it is easy to keep yourself reminded as you read.

Obviously, another feature that we hope is more student-friendly is the exercises,
of which we have a substantial amount. These range in type and level, from those
which you can use to check your understanding of the text, to those which get you to
think about things which follow from the text, but which are not necessarily discussed
there. Some are easy and some will make you think. A fairly unique aspect of the book
is that it also provides model answers to the exercises so that you can check to see
whether you were on the right track with your answer and also for you to learn from:
making mistakes is one of the best ways to learn. But if you never know what mistakes
you made, you can’t learn from them. Obviously, the best way to use the exercises and
model answers is to have a go at the exercises by yourself first and then go and read
the model answers. While you may be able to learn something by reading the model
answers without having a go at the exercises, it is doubtful that you will get as much
out of them.

Finally, a brief word about the team of writers is in order. Although we very much
opted for a division of labour approach to the writing of this book, it has been no less
of a team effort. The text was written by Mark Newson and the exercises prepared by
Hordés Marianna, Szécsényi Krisztina, Pap Daniel, Téth Gabriella and Vincze
Veronika. Szécsényi Krisztina prepared the glossary. Most of the editing was carried
out by Hordés Marianna, Nddasdi Péter, Szécsényi Krisztina and Szécsényi Tibor.
Szécsényi Tibor also has had the responsibility for the electronic version of the book
and managing the forum set up to help us keep in touch. Thanks go to Kenesei Istvan
for his help in setting up the project and for valuable comments on the text and also to
Marosan Lajos for equally valuable comments. We are also grateful for the
conscientious work and useful remarks of our reviewer, Pelyvas Péter. Marianna and
Krisztina are responsible for everything. Without them, nothing would have happened.

Vi
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Chapter 1

Grammatical Foundations:
Words

1 Language, Grammar and Linguistic Theory

This book attempts to describe some of the basic grammatical characteristics of the
English language in a way accessible to most students of English. For this reason we
start at the beginning and take as little as possible for granted. Definitions are given for
grammatical concepts when they are first used and there is a glossary at the back of the
book to remind the reader of these as he or she works through it. At the end of each
chapter there are an extensive set of exercises which the student is encouraged to
consider and work through either in class or alone. For those students working alone,
we have also provided model answers for the exercises. These are for the student to
check their understanding of the material supported by the exercises and to offer
observations that the student may have missed.

The uninitiated student might be surprised to find that there are many ways to
describe language, not all compatible with each other. In this book we make use of a
particular system of grammatical description based mainly on Government and
Binding theory, though it is not our aim to teach this theory and we will very rarely
refer to it directly. We use the theory to offer a description of English, rather than
using English to demonstrate the theory. We will spend a short amount of time at the
beginning of the book to state our reasons for choosing this theory, as opposed to any
other, to base our descriptions.

Whatever else language might be (e.g. a method of communicating, something to
aid thought, a form of entertainment or of aesthetic appreciation) it is first and
foremost a system that enables people who speak it to produce and understand
linguistic expressions. The nature of this system is what linguistics aims to discover.
But where do we look for this system? It is a common sense point of view that
language exists in people’s heads. After all, we talk of knowing and learning
languages. This also happens to be the belief of the kind of linguistics that this book
aims to introduce: in a nutshell, the linguistic system that enables us to ‘speak’ and
‘understand’ a language is a body of knowledge which all speakers of a particular
language have come to acquire.

If this is true, then our means for investigating language are fairly limited — we
cannot, for instance, subject it to direct investigation, as delving around in someone’s
brain is not only an ethical minefield, but unlikely to tell us very much given our
current level of understanding of how the mind is instantiated in the brain. We are left,
therefore, with only indirect ways of investigating language. Usually this works in the
following way: we study what the linguistic system produces (grammatical sentences
which have certain meanings) and we try to guess what it is that must be going on in
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the speaker’s head to enable them to do this. As you can imagine, this is not always
easy and there is a lot of room for differences of opinion. Some of us might tell you
that that is exactly what makes linguistics interesting.

There are however some things we can assume from the outset about the linguistic
system without even looking too closely at the details of language. First, it seems that
speakers of a language are able to produce and understand a limitless number of
expressions. Language simply is not a confined set of squeaks and grunts that have
fixed meanings. It is an everyday occurrence that we produce and understand
utterances that probably have never been produced before (when was the last time you
heard someone say the bishop was wearing a flowing red dress with matching high
heeled shoes and singing the Columbian national anthem? — yet you understood it!).
But if language exists in our heads, how is this possible? The human head is not big
enough to contain this amount of knowledge. Even if we look at things like brain cells
and synapse connections, etc., of which there is a very large number possible inside the
head, there still is not the room for an infinite amount of linguistic knowledge. The
answer must be that this is not how to characterise linguistic knowledge: we do not
store all the possible linguistic expressions in our heads, but something else which
enables us to produce and understand these expressions. As a brief example to show
how this is possible, consider the set of numbers. This set is infinite, and yet I could
write down any one of them and you would be able to tell that what I had written was a
number. This is possible, not because you or I have all of the set of numbers in our
heads, but because we know a small number of simple rules that tell us how to write
numbers down. We know that numbers are formed by putting together instances of the
ten digits 0,1,2,3, etc. These digits can be put together in almost any order (as long as
numbers bigger than or equal to 1 do not begin with a 0) and in any quantities.
Therefore, 4 is a number and so is /1234355, etc. But 0234 is not a number and neither
is gewd. What these examples show is that it is possible to have knowledge of an
infinite set of things without actually storing them in our heads. It seems likely that
this is how language works.

So, presumably, what we have in our heads is a (finite) set of rules which tell us
how to recognise the infinite number of expressions that constitute the language that
we speak. We might refer to this set of rules as a grammar, though there are some
linguists who would like to separate the actual set of rules existing inside a speaker’s
head from the linguist’s guess of what these rules are. To these linguists a grammar is
a linguistic hypothesis (to use a more impressive term than ‘guess’) and what is inside
the speaker’s head IS language, i.e. the object of study for linguistics. We can
distinguish two notions of language from this perspective: the language which is
internal to the mind, call it I-language, which consists of a finite system and is what
linguists try to model with grammars; and the language which is external to the
speaker, E-language, which is the infinite set of expressions defined by the I-language
that linguists take data from when formulating their grammars. We can envisage this
as the following:
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ey

models provides data

defines

So, a linguist goes out amongst language speakers and listens to what they produce and
perhaps tests what they can understand and formulates a grammar based on these
observations.

It is the way of the universe that no truths are given before we start our
investigations of it. But until we have some way of separating what is relevant to our
investigations from what is irrelevant there is no way to proceed: do we need to test
the acidity of soil before investigating language? It seems highly unlikely that we
should, but if we know nothing from the outset, how can we decide? It is necessary
therefore, before we even begin our investigations, to make some assumptions about
what we are going to study. Usually, these assumptions are based on common sense,
like those I have been making so far. But it is important to realise that they are
untested assumptions which may prove to be wrong once our investigations get under
way. These assumptions, plus anything we add to them as we start finding out about
the world, we call a theory.

Linguistic theories are no different from any other theory in this respect. All
linguists base themselves on one theory or another. One group of linguists, known as
generativists, claim that in order to do things properly we need to make our theories
explicit. This can be seen as a reaction to a more traditional approach to linguistics
which typically claims to operate atheoretically, but, in fact, makes many implicit
assumptions about language which are themselves never open to investigation or
challenge. Generative linguists point out that progress is unlikely to be made like this,
as if these assumptions turn out to be wrong we will never find out, as they are never
questioned. In order to find out if our assumptions are correct, they need to be
constantly questioned and the only way to do this is to make them explicit.

Because of this, it is my opinion that the generative perspective is the one that is
most likely to provide the best framework for a description of language. We will
therefore adopt this perspective and so certain aspects of the theory will form part of
the content of the book, but only in so far as they help to achieve the main goal of
explaining why English is as it is. In true generative style, I will take the rest of this
chapter to try to make explicit some of the basic assumptions that we will be making in
the rest of the book.
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2 Word Categories
2.1 The Lexicon

The first assumption we will make is that one of the things that a speaker of a language
knows is facts about words. We know, for instance, how a given word is pronounced,
what it means and where we can put it in a sentence with respect to other words. To
take an example, the English word cat is known to be pronounced [ket], is known to
mean ‘a small, domesticated animal of meagre intelligence that says meow’ and is
known to be able to fit into the marked slots in sentences (2), but not in those marked
in (3):

(2) a the catslept
b he fed Pete’s cat
¢ Itripped over a cat

Note!

An asterisk at the beginning of a
sentence indicates that the sentence
is ungrammatical.

(3) a *the dog cat the mouse
b *cat dog howled
¢ “*the dog slept cat a kennel

It is obvious that this knowledge is not predictable from anything. There is no reason
why the object that we call a cat should be called a cat, as witnessed by the fact that
other languages do not use this word to refer to the same object (e.g. macska
(Hungarian), chat (French), Katze (German), gato (Spanish), quatus (Maltese) kot
(Russian), kissa (Finnish), neko (Japanese), mao (Chinese), paka (Swahili)). Moreover,
there is nothing about the pronunciation [kat] that means that it must refer to this
object: one can imagine a language in which the word pronounced [ket] is used for
almost anything else. This kind of linguistic knowledge is not ‘rule governed’, but is
just arbitrary facts about particular languages.

Part of linguistic knowledge, therefore, is a matter of knowing brute fact. For each
and every word of the language we speak it must be the case that we know how they
are pronounced and what they mean. But this is different from our knowledge of
sentences. For one thing, there are only a finite number of words in any given language
and each speaker will normally operate with only a proportion of the total set of words
that may be considered to belong to the language. Therefore, it is not problematic to
assume that knowledge of words is just simply stored in our heads. Moreover,
although it is possible, indeed it is fairly common, for new words to enter a language,
it is usually impossible to know what a new word might mean without explicitly being
told. For example, unless you had been told, it is not possible to know that the word
wuthering found in the title of the novel by Emily Bronté is a Yorkshire word referring
to the noise that a strong wind makes. With sentences, on the other hand, we know
what they mean on first hearing without prior explanation. Thus, knowledge of words
and knowledge of sentences seem to be two different things: knowledge of words is
brute knowledge while knowledge of sentences involves knowing a system that
enables us to produce and understand an infinite number of them (an I-language).
Clearly, part of knowing what a sentence means involves knowing what the words that
constitute it mean, but this is not everything: the meanings of the words three, two,
dogs, cats, and bit simply do not add up to the meaning of the sentence three dogs bit
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two cats (if you think about it this sentence might mean that anything between two and
six cats got bitten, which is not predictable from the meaning of the words).

Let us assume that these different types of linguistic knowledge are separate. We
can call the part of I-language which is to do with words the Lexicon. This might be
imagined as a kind of mental dictionary in which we store specific information about
all the words that we use: how they are pronounced, what they mean, etc.

2.2 Categories

Lexical knowledge concerns more than the meaning and pronunciation of words,
however. Consider the examples in (2) and (3) again. The word cat is not the only one
that could possibly go in the positions in (2), so could the words dog, mouse and
budgerigar:

(4) a the dog slept
b he fed Pete’s mouse
¢ Itripped over a budgerigar

This is perhaps not so surprising as all these words have a similar meaning as they
refer to pets. However, compare the following sets of sentences:

(5) a the hairbrush slept
b he fed Pete’s algebra
¢ Itripped over a storm

(6) a theifslept
b he fed Pete’s multiply
¢ Itripped over a stormy

There is something odd about both these set of sentences, but note that they do not
have the same status. The sentences in (5), while it is difficult to envisage how they
could be used, are not as weird as those in (6). Given that neither sets of sentences
make much sense, this does not seem to be a fact about the meanings of the words
involved. There is something else involved. It seems that some words have something
in common with each other and that they differ from other words in the same way.
Hence, the set of words in a language is not one big homogenous set, but consists of
groupings of words that cluster together. We call these groups word categories. Some
well known categories are listed below:

(7) nouns
verbs
adjectives
prepositions

The obvious question to ask is: on what basis are words categorised? As pointed
out above, it is not straightforward to categorise words in terms of their meaning,
though traditionally this is a very popular idea. Part of the problem is that when one
looks at the range of meanings associated with the words of one category, we need to
resort to some very general concept that they might share. For example, a well known
definition for the category noun is that these are words that name people, places or
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things. While this may give us a useful rule of thumb to identifying the category of a
lot of words, we often run into trouble as the notion is not particularly precise: in what
way do nouns ‘name’ and what counts as a thing, for example? While it may be
obvious that the word Bartok names a particular person, because that is what we call
the thing that this word refers to, it is not clear why, therefore, the word think is not
considered a name, because that is what we call the thing that this refers to. Moreover,
the fact that the words:

(8) idea
weather
cold
friendliness
diplomacy

are all nouns means that the concept thing must extend to them, but how do we
therefore stop the concept from extending to:

® conceptualise
atmospheric
warm
friendly
negotiate

which are not nouns?

Fortunately, there are other ways of determining the category of words, which we
will turn to below. But it is important to note that there are two independent issues
here. On the one hand is the issue of how the notion of word category is instantiated in
the linguistic system and on the other hand is the issue of how we, as linguists, tell the
category of any particular word. As to the first issue, word categories are simply
properties of lexical elements, listed in the lexical entry for each word, and, as we have
pointed out, lexical information is arbitrary. Therefore, word categories are whatever
the linguistic system determines them to be. While there may be some link between
meaning and category established by the linguistic system, for now it is not important
that we establish what this link is or to speculate on its nature (does meaning influence
category or does category influence meaning, for example?). More pressing at the
moment is the issue of how we determine the category of any given word. Before
looking at specific categories, let us consider some general ways for determining
categories.

2.3  Morphological criteria for determining category
Consider the set of words in (8) again. Alongside these we also have the related words:

(10) ideas
weathers
colds
friendlinesses
diplomacies
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Although some of these may sound strange concepts, they are perfectly acceptable
forms. The idea—ideas case is the most straightforward. The distinction between these
two words is that while the first refers to a single thing, the second refers to more than
one of them. This is the distinction between singular and plural and in general this
distinction can apply to virtually all nouns. Consider a more strange case: friendliness—
friendlinesses. What is strange here is not the grammatical concepts of singular or
plural, but that the semantic distinction is not one typically made. However, it is
perfectly possible to conceptualise different types of friendliness: one can be friendly
by saying good morning to someone as you pass in the street, without necessarily
entering into a deeper relationship with them; other forms of friendliness may demand
more of an emotional commitment. Therefore we can talk about different
[riendlinesses. By contrast, consider the following, based on the words in (9):

(11) conceptualises
atmospherics
warms
friendlies
negotiates

While not all of these words are ill formed by themselves, none of them can be
considered to be the plural versions of the words in (9). These words simply do not
have a plural form. Plural forms are restricted to the category noun and other
categories do not have them.

What we have been looking at in the above paragraph is the morphological
properties of words: the various forms we find for different words. Often morphemes
constitute different pieces of words: the form ideas can be broken down into ‘idea’ and
‘s’, where the second piece represents the plural aspect of the word and is called the
plural morpheme. The point is that only words of certain categories can host
morphemes of certain types. Consider warms from (11). This, too, breaks down into
two pieces, ‘warm’ and ‘s’. But the ‘s’ here is not the plural morpheme but another one
which expresses something entirely different. This is the morpheme we get on words
like hits, sees, kisses and imagines and it represents present tense, which has a number
of meanings in English ranging from the description of what is taking place at the
present moment to something that habitually happens:

(12) a the groom kisses the bride (commentary on a video of a wedding)
b John hits pedestrians only when he’s not paying attention

Note that this morpheme cannot go in any of the words in (8) (except for weather, a
fact that we will return to): ideas is not the present tense form of the word idea.
Essentially then, different categories of words have different morphological properties
and therefore one can distinguish between categories in terms of what morphemes they
take: if it has a plural form, it is a noun and if it has a present tense form it is a verb.

It should be noted however, that there are a number of complications to the simple
picture given above. First, it should be pointed out that morphological forms are not
always uniformly produced. For example, compare the following singular and plural
forms:
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(13) idea ideas
cat cats
man men
sheep sheep

hippopotamus hippopotami

The first two cases in (13) represent the regular plural form in English, as we have
been discussing. But even here there are differences. In the first case the morpheme is
pronounced [z] whereas in the second it is pronounced [s]. This is a fact about English
morpho-phonemics, that certain morphemes are unvoiced following an unvoiced
consonant, that we will not go into in this book. However, this does show that what we
are dealing with is something more abstract than simply pronunciations. This point is
made even more forcefully by the third and fourth cases. The plural form men differs
from the singular man in terms of the quality of the vowel and the plural form sheep is
phonetically identical to the singular form sheep. From our point of view, however, the
important point is not the question of how morphological forms are realised (that is a
matter for phonologists), but that the morphological forms exist. Sheep IS the plural
form of sheep and so there is a morphological plural for this word, which we know
therefore is a noun. There is no plural form for the word warm, even abstractly, and so
we know that this is not a noun.

What about cases like weather, where the form weathers can either be taken to be a
plural form or a present tense form, as demonstrated by the following:

(14) a the weathers in Europe and Australasia differ greatly
b heavy rain weathers concrete

This is not an unusual situation and neither is it particularly problematic. Clearly, the
word weather can function as either a noun or a verb. As a noun it can take the plural
morpheme and as a verb it can take the present tense morpheme. There may be issues
here to do with how we handle this situation: are there two entries in the lexicon for
these cases, one for the noun weather and one for the verb, or is there one entry which
can be categorised as either a noun or a verb? Again, however, we will not concern
ourselves with these issues as they have little bearing on syntactic issues.

2.4  Distribution

Let us turn now to the observations made in (2) and (3). There we observed that there
are certain positions in a sentence that some words can occupy and other words cannot.
Clearly, this is determined by category. This is perhaps the most basic point of word
categories as far as syntax is concerned. The grammar of a language determines how
we construct the expressions of the language. The grammar, however, does not refer to
the individual words of the lexicon, telling us, for example, that the word cat goes in
position X in expression Y. Such a system would not be able to produce an indefinite
number of sentences as there would have to be such a rule for every expression of the
language. Instead, the grammar defines the set of possible positions for word
categories, hence allowing the construction of numerous expressions from a small
number of grammatical principles. The question of how these positions are defined is
mostly what this book is about, but for now, for illustrative purposes only, let us
pretend that English has a rule that says that a sentence can be formed by putting a
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noun in front of a verb. This rule then tells us that the expressions in (15) are
grammatical and those in (16) are not:

(15) a John smiled
cats sleep
dogs fly
etc.

o o

(16) *ran Arnold
*emerged solutions
*crash dogs

*etc.

a0 o e

This is not meant to be a demonstration of how English grammar works, but how a
rule which makes reference to word categories can produce a whole class of
grammatical expressions.

We call the set of positions that the grammar determines to be possible for a given
category the distribution of that category. If the grammar determines the distribution
of categories, it follows that we can determine what categories the grammar works
with by observing distributional patterns: words that distribute in the same way will
belong to the same categories and words that distribute differently will belong to
different categories.

The notion of distribution, however, needs refining before it can be made use of.
To start with, as we will see, sentences are not organised as their standard written
representations might suggest: one word placed after another in a line. We can see this
by the following example:

(17) dogs chase cats

If distribution were simply a matter of linear order, we could define the first position
as a position for nouns, the second position for verbs and the third position for nouns
again based on (17). Sure enough, this would give us quite a few grammatical
sentences:

(18) a dogs chase birds
b birds hate cats
¢ hippopotami eat apples
d etc.

However, this would also predict the following sentences to be ungrammatical as in
these we have nouns in the second position and verbs in the third:

(19) a obviously dogs chase cats
b rarely dogs chase birds
¢ today birds hate cats
d daintily hippopotami eat apples

It is fairly obvious that the sentences in (19) are not only grammatical, but they are
grammatical for exactly the same reason that the sentences in (17) and (18) are: the
nouns and verbs are sitting in exactly the same positions regardless of whether the
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sentence starts with a word like obviously or not. It follows, then, that distributional
positions are not defined in terms of linear order. Just how distributional positions are
defined is something to which we will return when we have introduced the relevant
concepts.

A further complication is indicated by the following observation:

(20) a Knut hates sea
b *Knut smiles sea

The morphological forms hates and smiles are both present tense, indicating that the
words are of the same category, i.e. verbs. However, as demonstrated by (20), these
words appear to have different distributions and thus they belong to different
categories. How can this apparent contradiction be reconciled? We will see that part of
the solution to this problem follows from the way in which distributions are defined,
which we have yet to discuss. However, another aspect of distribution can be discussed
at this point. Note that a sentence in which the verb smiles would be grammatical,
would be ungrammatical with the word hates:

(21) a Knut smiles
b *Knut hates

Obviously there are words which cannot go in either of these positions:

(22) a *Knut cats sea
b *Knut cats

What (22) indicates is that the positions we are considering here are both verb
positions, and hence a noun cannot occupy them. Yet some verbs can occupy one of
these positions and other verbs can occupy the other. This suggests that there are
different types of verb, what we might call subcategories of the category verb. If this
is right, we would expect that the set of possible verbal positions would be divided up
between the different verbal subcategories so that the positions in which one can
appear in are those in which the others cannot. In other words, different subcategories
will have complementary distributions. This indeed seems to be true, as (20) and
(21) indicate.

3 A Typology of Word Categories

Having introduced some of the basic concepts, let us now turn to look at what
categories we need to refer to in the description of a language like English. In
generative linguistics it is often seen as a positive aim to keep basic theoretical
equipment to a bare minimum and not to expand these unnecessarily. This can be seen
in the standard approach to word categories in terms of the attempt to keep these to as
small a number as possible. In the present book we will mainly be concerned with
eight basic categories. These come in two general types: thematic categories and
functional categories. In the thematic categories we have verbs (V), nouns (N),
adjectives (A) and prepositions (P) and in the functional categories there are
inflections (I), determiners (D), degree adverbs (Deg) and complementisers (C). Thus
we have the following classification system:

10
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(23)

| thematic categories | | functional categories |

We will introduce these categories individually in the following sections.

3.1  Categorial features

Before we start to look at the properties of individual categories, we will make the
typology of categories described in (23) a little more systematic. One might wonder
why there are these categories and why their division is so regular: four thematic
categories and four functional ones. Moreover, we may have the feeling that the
categories given in (23) are not completely unrelated to each other. For example, it is
often felt that nouns and verbs are somehow opposites of each other or that adjectives
have some things in common with nouns and other things in common with verbs. Even
across the thematic/functional divide, we may see similarities. For example, words like
the, these and some are determiners and these seem more related to nouns, which they
usually accompany, than to verbs. Modal auxiliary verbs, such as may, can and must,
which as we will see are classified as belonging to the inflections, are obviously more
closely related to verbs than nouns.

But how can we explain these perceived relationships? It is certain that if we define
word categories in individual terms, say by just listing possible categories, then any
explanation of the categories themselves or their relationships will be impossible. An
analogy might serve to make the point clearer. Suppose that biologists had never
thought of categorising living things into taxonomic groups and instead simply
identified individual sub-species such as ladybirds, field mice, pythons, etc. From this
perspective it would be impossible to answer questions such as why do ladybirds and
bluebottles both have six legs and wings? At best, biologists would only be able to
claim that this was an accidental chance happening. Once there is a taxonomic system,
such questions are easily answered: ladybirds and bluebottles are both insects and all
insects have six legs and wings. The same is true for word categories. If we merely
identify categories such as nouns, verbs and determiners, we cannot explain
relationships between the categories.

One way to impose a system on elements is to use a set of features to distinguish
between them. Each category can then be defined in terms of a unique collection of
these features, but they may share some of the features with other categories,
accounting for similarities between them. In linguistics, binary features, i.e. those
which can be valued in one of two ways (plus or minus), have been found useful for
producing systems of categorisation. For example, we might propose a feature [+F]
(‘F’ to indicate functional) to distinguish between the thematic and functional
categories. All thematic categories would possess the [-F] feature and all functional
categories would possess the [+F] feature. In this way we can immediately distinguish
between the two groups and account for why certain categories are similar to others in
terms of which feature they possess.

11
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Other features that have been proposed include [£N] and [£V], first suggested by
Chomsky (1970). The ‘N’ and ‘V’ used in these features obviously do not stand for
noun and verb as these categories are to be defined by these features. However, the
fact that nouns are categorised as being [+N] and verbs as [+V] indicates that these
features are meant to have something to do with these categories. To some extent, it is
irrelevant what the features ‘mean’. The important point is which categories share
which features and hence have something in common and which have different
features and hence are distinguished. From this perspective we could have used
features such as [£1] and [£2].

Consider now the intuition that nouns and verbs are diametrically opposed
categories. We can account for this if we assume that they have exactly the opposite
features to each other. We have said that nouns are categorised as a [+N] category and
so verbs must be [-N] if we are to maintain that they oppose nouns. Similarly, as verbs
are [+V], nouns must be [-V]. We therefore categorise nouns and verbs as the
following:

(24) nouns
verbs

[-F, +N, -V]
[-F, -N, +V]

Note, both nouns and verbs are thematic categories and hence they share the [-F]
feature, but in every other way they differ.

How can we capture the sense that determiners have something in common with
nouns and modal auxiliary verbs have something in common with verbs, even though
one of these pairs of elements is function and the other is thematic? The answer is
fairly easy. The pairs may differ in terms of the [+F] feature, but they are similar in
terms of the [+N] and [+V] features:

(25) determiners [+F, +N, V]
modals = [+F, N, +V]

In other words, determiners are the functional equivalents to nouns and modals are
functional verbs.

To develop the system a little further, consider the intuitions that adjectives seem
to have something in common with nouns, as they are typically used to modify nouns,
as in crazy kid or thoughtful suggestion, but they also seem to have something in
common with verbs, as they have certain distributional properties in common:

(26) a Rick is{ rich }
runnlng

b the{ rich }robber
running

In this example, rich is an adjective and running is a verb and obviously they can both
appear in similar environments. But if nouns and verbs are diametrically opposed to
each other, how can adjectives be similar to both? The answer is that adjectives share
different features with both nouns and verbs. Thus, we may categorise both nouns and
adjectives as [+N] and both verbs and adjectives as [+V] and in this way adjectives
will share features with both nouns and verbs. Of course, they will also have features
different from nouns and verbs, but as we do not want to categorise adjectives as the
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same as the other categories, this is a positive aspect of this proposal. Adjectives can
therefore be categorised as:

(27) adjectives = [-F, +N, +V]

Having demonstrated that we can capture similarities and differences between
word categories using binary features, let us turn to the issue of what categories there
are. We will start this discussion by considering the two binary features [+N] and
[+V]. So far we have shown how combinations of these features can be used to define
nouns, verbs and adjectives. The two binary features can be combined in four possible
ways, however, and hence there is one possible combination that we have yet to
associate with a category. This is demonstrated by the following table:

(28) N
+ -
v Lt adjective verb
— noun ?

This is fortunate as there is one more thematic category left to be included into the
system: the prepositions. Thus we can claim that prepositions fill this slot:

29) prepositions =  [-F, -N, —V]

However, this cannot be put down to good fortune. After all, categorising elements in
terms of these features has consequences concerning what other categories are related
to or different from these elements. Note that the feature combination in (29) predicts
that while prepositions differ from nouns in that they are [-N], they are similar to
nouns in that they are [-V]. Similarly, prepositions differ from verbs in being [-V], but
they share the [-N] feature with them. Thus prepositions are predicted to be similar to
nouns and verbs, but in a different way to how adjectives are similar to these
categories. Indeed, while prepositions do not have similar distribution patterns as
verbs, as do adjectives, they share another property with verbs. Consider the following
observations:

(30) a see him
b to him
¢ *portrait him (portrait of him)
d *mindful him  (mindful of him)

In (30), we see that both verbs (see) and prepositions (to) can be followed by a word
such as him, which is a pronoun. Nouns (portrait) and adjectives (mindful) cannot. We
might claim therefore that the ability to be followed by a pronoun is restricted to the [—
N] categories. Now consider the following:

(31) a itwas Sally that Sam saw
b it was underneath that I found the treasure
¢ *it was stupid that Steve seemed
d *it was fishing that Fred went

As shown in (31), a noun like Sally and a preposition such as underneath can sit in the
position between the words was and that in this English construction, known as a cleft

13



Chapter 1 - Grammatical Foundations: Words

construction. However, an adjective (stupid) and a verb (fishing) cannot occupy this
position. We might claim therefore that this position can only be occupied by [-V]
categories.

We see from the discussion above the predictive power of the system that we have
set up: the system predicted that there should be a fourth thematic category that has
certain properties and these fit the category of prepositions very well. We can take this
as evidence in favour of this system of features. What else does the system predict? It
is clearly predicted that if we add a third binary feature to the two we have just been
discussing, then a further four categories will be defined. This again matches perfectly
with the description of categories we started this section with, as seen in (23). With the
third feature, [+F], there should be four functional categories which match the four
thematic categories in terms of their feature settings for [+N] and [+V]. We have
already seen how determiners and modals can be analysed as functional nouns and
functional verbs, respectively. The expectation is that degree adverbs, such as so and
too, and complementisers, such as that and if, should be related to adjectives and
prepositions in the same way. As degree adverbs modify adjectives in a very similar
way to how determiners modify nouns, it is not difficult to conclude that degree
adverbs are functional adjectives. This leaves complementisers to fill the final place as
functional prepositions. There is evidence in favour of this assumption, but it rests on
notions not yet introduced, so we will have to wait until later to demonstrate it.

We can re-draw the typology given in (23) using the three features in the following way:

(32)

[-NAV]|[+N-V|[+N+V]|[-N~V] [-NAV|[+N-V][+N+V|[-N-V]
(verb) (noun) (adj.) (prep.) (infl)  (det) (deg) (comp)

A further advantage of this system is that it places restrictions on what categories
we can suppose to exist, hence increasing its explanatory power. For example, we
would not be entitled to come up with an extra category without destroying the system
developed. One way to add extra possible categories within the system would be to
declare another binary feature. But this would not allow the addition of one extra
category, but a further eight! Moreover, these extra categories would have to be shown
to be related and opposed to the existing categories in the same way that these are
related and opposed to each other.

Another way to extend the system, which we will be making some use of, relies on
the notion of underspecification of features. All the categories discussed above are fully
specified for all the features, so each is associated with a plus or minus value for all three
features. Underspecification is a situation in which one or more features is not specified
for its value. Thus, we might propose a new category [+N, —V] which is not specified for
the [£F] feature. This category would then be a noun which is neither functional, nor
thematic. We will see that there is evidence that the [+F] feature can be left
underspecified and hence there are a further four ‘non-functional’ categories. We will
introduce these categories in the following sections. The important point for the moment
is that the system of features restricts our ability to invent new categories ‘willy-nilly’.
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3.2  Predicates and arguments

To understand the difference between thematic and functional categories we first need
to introduce concepts to do with how the elements of a sentence can be related to each
other. Take a simple sentence:

(33) Peter chased Mary

This sentence describes an event which can be described as ‘chasing’ involving two
individuals, Peter and Mary, related in a particular way. Specifically, Peter is the one
doing the chasing and Mary is the one getting chased. The verb describes the character
of the event and the two nouns refer to the participants in it. A word which functions
as the verb does here, we call a predicate and words which function as the nouns do
are called arguments. Here are some other predicates and arguments:

(34) a Selena slept
argument predicate
b  Tom is tall
argument predicate
¢ Percy placed the penguin on the podium
argument predicate argument  argument

In (34a) we have a ‘sleeping’ event referred to involving one person, Selena, who was
doing the sleeping. In (34b) the predicate describes a state of affairs, that of ‘being tall’
and again there is one argument involved, Tom, of whom the state is said to hold.
Finally, in (34c) there is a ‘placing’ event described, involving three things: someone
doing the placing, Percy, something that gets placed, the penguin, and a place where it
gets placed, on the podium.

What arguments are involved in any situation is determined by the meaning of the
predicate. Sleeping can only involve one argument, whereas placing naturally involves
three. We can distinguish predicates in terms of how many arguments they involve:
sleep is a one-place predicate, see is a two-place predicate involving two arguments
and place is a three-place predicate.

Moreover, the nature of the arguments is also largely determined by the meaning of
the predicate. Compare the following:

(35) a Harold hit Henry
b Sam saw Simon

In the first case, Harold is the one doing the hitting and Henry is the one getting hit
whereas in the second Sam does the seeing and Simon gets seen. However, these
arguments play very different roles in the two events. With hif the one doing the
hitting consciously performs an action and the one who gets hit is affected in some
way by this. We call an argument who deliberately performs an action an agent and
one who or which is acted upon a patient. With see, the arguments are not interpreted
as agent and patient however: Sam is not performing any action and Simon is not
getting acted upon in (35b). Instead, we call these arguments experiencer, for the one
who does the seeing, and theme, for the one who gets seen. Collectively, we call terms
such as agent and patient, thematic roles, or ®@-roles for short. I will not provide a
definitive list of possible theta roles and their definitions here as such a list does not
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exist. Different linguists tend to make use of different ®@-roles and there is very little
agreement amongst them. Fortunately, the identity of ®-roles has very little bearing on
most syntactic processes and we can get a long way without precise definitions
(exercise 3 introduces a wider list of ®-roles than given here).

Given that the meaning of a predicate which determines the nature of the
arguments is a lexical property, the ®-roles that it determines must also be part of its
lexical entry. We call the part of a predicate’s lexical entry which informs us about
which ®-roles the predicate has its theta-grid, and this may be represented as follows:

(36) sleep  @-grid: <agent>
hit O-grid: <agent, patient>
see ©-grid: <experiencer, theme>
place  @-grid: <agent, patient, location>

(36) clearly represents that sleep is a one-place predicate, hit and see are two-place
predicates and place is a three-place predicate.

So far we have mostly spoken of predicates that happen to be verbs, but it is not the
case that all predicates are verbs. We have seen one case where this was not so, in
(34b). Here we said the predicate was is fall. However considering the meaning of
Tom is tall, we can see that the main semantic relations exist between Tom and tall and
the is part simply expresses that Tom’s being tall is true at the present time (compare
this with Tom was tall). Thus, we might claim that zall, which is an adjective also has a
O-role as part of its lexical entry:

37 tall O-grid: <theme>
Just like verbs, some adjectives express a relationship between two arguments:

(38) a Fred is fond of Fiona
b Kevin is keen on karate

In these examples we see two arguments being related by an adjective: Fred is the one
who is ‘fond’ and Fiona is the one who he is ‘fond of’, etc. Thus we have the
following lexical entries:

39) fond  O-grid: <experiencer, theme>
keen  ©-grid: <experiencer, theme>

Nouns, too, can be used as predicates:
(40) Peter is a postman

And again, nouns can be used to express relationships between two or more
arguments:

41 Picasso’s painting of petunias

In this example, Picasso may be interpreted either as the possessor of the painting, or
the agent who did the painting, while pefunias constitutes the subject matter of the
painting. We will consider the thematic status of the possessor in a subsequent section,
but for now we will ignore the issue and suppose a lexical entry as follows:

(42) painting @-grid: <agent, theme>
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It should be pointed out, however, that nouns tend not to have such a strong
relationship to their arguments as verbs do. Often a noun can be used without any
mention of its arguments:

(43) a this is Picasso’s painting of petunias
b this is Picasso’s painting
¢ this is a painting of petunias
d this is a painting
We might therefore state that the arguments of nouns are optionally represented in an

expression and indicate their optionality in the lexical entry by placing the elements of
the ®-grid in brackets:

Note: Round brackets around an
(44) painting @-grid: <(agent), (theme)> element means that that element
is optional.

To complete the picture, it should also be pointed out that Prepositions too can act
as predicates:

45) the house is on the hill

In this example, the arguments the house and the hill are related by a relation
expressed by the preposition on. Thus we can propose the following lexical entry for
this preposition:

(46) on O-grid: <theme, location>

With reference to the categorial features introduced in the preceding section, note
that it is the [-F] categories that can have ®-grids. [+F] categories, as we will see
below, are not specified in their lexical entries for these.

3.3  Grammatical aspects of meaning
Consider the following bracketed sentence:
(47) I think [that Mary may marry Martin]

The predicate here is the verb marry and the arguments are Mary and Martin. Let us
call the part of meaning expressed by a predicate and its arguments the basic
proposition. But what role do the other words, may and that, have in the sentence?
Clearly, they have no role in the basic proposition, being neither predicates nor
arguments. But they do carry some meaning. May is a modal auxiliary verb and in
this sentence it either expresses that the event described by the predicate and its
arguments (Mary marrying Martin) is a possibility or that permission has been given
for it to take place:

(48) a Mary may marry Martin — but it’s not sure that she will.
b Mary may marry Martin — his mum will allow it.

The kind of meaning we are talking of here is known as the modality of the sentence
and thus auxiliary verbs like may, can, should, etc. express modality.

That is a complementiser and its meaning is a little more difficult to determine.
We can see its meaning if we compare (47) to (49):
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(49) I asked [if Mary may marry Martin]

In the bracketed sentence here, the complementiser is if and we can see that the
difference between this and the previous case is that here the sentence is interpreted as
a question, not a statement as previously. The sentence beginning with that is
declarative and the one beginning with if is interrogative. Given that the only
difference between the two is the complementiser, it seems reasonable to assume that
this is what the complementiser contributes to the meaning of the sentence. The
distinction between declarative and interrogative is known as the force of the sentence
and hence complementisers contribute to this aspect of sentence meaning.

Functional categories, such as modal auxiliaries and complementisers are specified
for the [+F] and a distinguishing property of these categories is that they are not
involved with the assignment of ®-roles. They therefore lack ®-grids in their lexical
entries.

Having established this major division we will now proceed to investigate the
individual categories.

3.4  The Thematic categories

Let us focus our attention first on the thematic ([-F]) categories, returning to the
functional ([+F]) categories towards the end of the chapter. Much of our discussion so
far has concerned verbs. This perhaps reflects their centrality in many sentences, being
typical predicates. It also seems that notions such as predicate and argument are more
obviously expressed in relation to verbs. So it is right to start our discussion of
categories with them.

3.4.1 Verbs
Verbs, as discussed above, are categorised as [-F, —-N, +V] elements. In this section we
will introduce a number of properties peculiar to this category.

We have already seen that verbs take morphemes which express tense:

(50) smiled/smiles
reached/reaches
required/requires
etc.

The different forms of a word are known as its inflections and we say that verbs
inflect for tense in that different forms represent tense distinctions. As discussed
earlier, not all inflectional forms are regular and, especially in the past tense, we have
irregular forms:

(29 sink — sank

think — thought

hit — hit

etc.
We are not so much concerned with morphological or phonetic form in this book, so
we can think of these past tense verbs as abstractly being a stem, i.e. the lexical verb,

plus a past tense morpheme which we will represent as -ed though obviously this is not
supposed to indicate a pronunciation:
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(52) sink+ed (= sank)
think+ed (= thought)
hit+ed (= hit)

Virtually all verbs have a past tense form, with only a handful of very exceptional
cases, such as lightening used as a verb, which can only appear in this ing form:

(53) a itis lightening
b *it lightens
¢ *it lightened

The present tense inflection is slightly different to the past tense one. Compare the
examples in the following:

(54) a Charlie chopped the cheese
I chopped the cheese

you chopped the cheese
they chopped the cheese
etc.

o Qo0 o

(55) Charlie chops the cheese
I chop@ the cheese

you chopd the cheese
they chopd the cheese

etc.

(I =V e RN w ali -V}

In (54) the verb has the same past tense inflection in all permutations of the sentence,
but in (55) there is a difference between the first example and all the others. This
corresponds to the fact that the argument which precedes the verb in the first case is
third person and singular and in all other cases this argument is either plural or first or
second person (I or you). This argument is called the subject and we will discuss its
nature and properties in the next chapter. For now we will simply use the term to refer
to the argument in front of the verb without further discussion. The morphological
phenomenon shown in (55) is known as agreement. We say that the verb agrees with
certain features (number and person) of the subject (later on, we will see that it is the
inflection that agrees with the subject and that this is independent of the verb). English
does not demonstrate much in the way of agreement inflection. For the vast majority of
verbs it is only in the present tense and with a third person singular argument that the
verb has an agreement form. The exception is the verb to be, for which there are three
present tense forms (first person singular, third person singular and the rest) and two
past tense forms (first and third person singular and the rest):

(56) a Iamready
b he is ready
¢ you/we/they are ready
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(57) a Iwasready
¢ he was ready
d you were ready
e they were ready

Some languages show a good deal more agreement phenomena than English. Consider
the Hungarian paradigm:

(58) a énvigoma sajtot
I cut the cheese
b te vigod a sajtot
you ...
¢ 6 vagja a sajtot
he/she ...
d mi vagjuk a sajtot
we ...
e ti vagjatok a sajtot
you (pl.) ...
f Ok vagjak a sajtot
they ...
(59) én vagtam a sajtot
te vagtad a sajtot
0 vagta a sajtot
mi vagtuk a sajtot
ti vagtatok a sajtot
6k vagtak a sajtot

-0 o0 o

The English verb has other inflectional forms expressing things other than tense.
For example there are perfect and progressive aspectual forms:

(60) past perfect progressive
went has gone is going
drove has driven is driving
hoped has hoped is hoping
put has put is putting

While tense typically places an event in time, aspect refers to the process of the event
itself: whether it has stopped or is still going on, for example. Perfect aspect often
denotes that an event has finished while progressive denotes that it is still continuing:

(61) a Ihave read the book (but I'm not doing it now)
b I am reading the book (it’s still going on)

As we can see from the ‘perfect’ column in (51), there is also a good deal of
irregularity with this inflectional form. As before, we will envisage this as an abstract
process in which a verbal stem and a morpheme are combined:
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(62) go+en (= gone)
drive+en (= driven)
hope+en (= hoped)
put+en (= put)

The progressive aspect is fortunately more regular and, in fact, it is always formed by
adding ing to the stem. Finally, verbs have a passive form as well. This is always
identical to the perfective however:

(63) a he had driven the car the car was driven down the road
b he had hoped to leave it was hoped that he would leave
¢ he had put his trousers on  his trousers were put on

To summarise, there are five forms in which an English verb can appear: the base
form (uninflected), the past tense form, the third person singular present form, the
perfective (and passive) form and the progressive form.

(64) base past 3.s.present perfective/ progressive
passive
see saw sees seen seeing
say said says said saying
stop  stopped stops stopped stopping
strew strewed strews strewn strewing

Any word which inflects in this way will be a verb.

We cannot properly address the issue of the distribution of word categories until
we have introduced the organising principles of English sentences, to which we turn in
the following chapter. However, the issue of the subcategorisation of verbs, which has
a role in determining verb distribution patterns, can be discussed here. Recall from
above that we pointed out that different verbs seem to be able to be followed by
different things:

(65)

o

the villain laughed
b the hero defeated the villain

(66) a *the villain laughed the city
b *the hero defeated

To some extent, this is connected to the properties of the verb as a predicate: laugh is a
one-place predicate and its only argument, an agent, tends to precede it, while defeat is
a two-place predicate and takes its agent to the left and the patient to the right. If we
consider a three-place predicate, a pattern begins to emerge:

67) the mayor gave the hero a reward

In this case, one of the arguments appears to the left and the others are on the right. It
seems that there is always one argument on the left and any other argument must
follow the verb. We call the arguments which follow the verb the verb’s
complements. It appears that there is a special relationship that holds between a verb
and its complements. Consider the following:

21



Chapter 1 - Grammatical Foundations: Words

(68) a the villain awaited his trial
b the villain waited for his trial

(69) a *the villain awaited for his trial
b *the villain waited his trial

What we see by these examples is that different verbs are followed by different
complements. The verb await must be followed by a nominal complement (i.e. one
expressed with a noun: his trial) whereas the verb wait must be followed by a
prepositional complement (expressed with a preposition: for his trial). Although there
is often a connection between the thematic interpretation of the complement argument
and its category, patients tend to be nominal and locations tend to be expressed by
prepositional complements for example, it is not always possible to predict the
category of the complement from its thematic role. In (68) for example, the two
complements seem to be interpreted fairly similarly, but still they are expressed by
complements of different categorial statuses. It follows that the category of the
complement should be stated as a separate piece of information in a verb’s lexical
entry:

(70) await  category: [-F, -N, +V]
®-grid: <agent, goal>
subcat: [nominal]
wait category: [-F, -N, +V]
O-grid: <agent, goal>
subcat: [prepositional]

What is represented in these lexical entries is that the two verbs are both two-place
predicates taking agent and goal (something that an action is directed towards)
arguments, but that the goal of await must be nominal while that of wair must be
prepositional. The part of the lexical entry that states the categorial status of the
complement is known as a subcategorisation frame. Thus a lexical entry for a typical
verb will consist of a theta-grid and a subcategorisation frame in addition to
phonological and semantic information.

Traditionally, verbs which have nominal complements are called transitive and
those without intransitive. The verb await is a transitive verb and wait is intransitive.
However, another kind of intransitive verb has no complement at all:

(71) a the villain laughed
b the dragon flew
¢ Susan slept

These verbs are one-place predicates with their arguments on the left. Their lexical
entries might be represented as follows:

(72) laugh category: [-F, —N, +V]
0-grid: <agent>
subcat: [D]
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Sy category: [-F, -N, +V]
O-grid: <agent>
subcat: (D]

sleep  category: [-F, -N, +V]
0-grid: <agent>
subcat: (D]

Because these verbs have no complements, their subcategorisation frames are empty
(as indicated by the ‘null symbol’ &, which typically stands for the absence of
content). These verbs obviously differ from those such as wait which have non-null
subcategorisation frames. We might distinguish between the two types by referring to
those in (72) as true intransitives and those such as wait as being prepositional verbs.

Various types of transitive verbs can also be distinguished. For example there are
those which take one nominal complement and those which take two:

(73) a the hero fought the dragon
b the king gave the hero half the kingdom

The traditional term for verbs with two nominal complements is ditransitive. We can
represent the lexical entries for these verbs as follows:

(74) fight  category: [-F, -N, +V]
O-grid: <agent, patient>

subcat: [nominal]

give category: [-F, —N, +V]
O-grid: <agent, goal, theme>
subcat: [nominal, nominal]

A further type takes both a nominal and a prepositional complement, known as
complex transitive verbs:

(75) a Percy placed the penguin on the podium
b place category: [-F, -N, +V]
®-grid: <agent, theme, location>
subcat: [nominal, prepositional]

Other verbs take adjectival or adverbial complements:

(76) a the judge looked mean
b look category: [-F, —-N, +V]
0-grid: <theme, attribute>
subcat: [adjectival]
(77) a the pianist performed passionately
b perform category: [-F, —-N, +V]
®-grid: <agent, manner>
subcat: [adverbial]

Finally, there are verbs which are often traditionally called transitives, but which
do not have a nominal complement at all. These verbs take sentences as their
complements.
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(78) a Larry left = sentence
b Theodore thinks Larry left

From a semantic point of view, these verbs take a proposition as their complement and
this obviously is expressed as a sentence. We might therefore suppose a lexical entry
such as the following:

(79) think  category: [-F, —N, +V]
®-grid: <experiencer, proposition>
subcat: [sentence]

There is no traditional term specifically for predicates with sentential complements,
but generative grammar has not felt the need to invent one as the subcategorisation
frame serves to distinguish between the different subcategories of verbs.

3.4.2 Nouns

The next category we will discuss is the noun, which we categorised as bearing the

features [-F, +N, —V] above. With verbs, they share the property that they have ©-

grids as part of their lexical entries, being [-F] categories. But they are distinguished

from verbs on the other two features and hence do not share many other properties.
From a morphological point of view, nouns are less varied than verbs, having just

two forms, singular and plural:

(80) dog dogs
pass passes
mouse mice
buffalo buffalo
cherub cherubim

Like verbs there is a fair amount of deviation from the regular morphological
representation of the plural [s]. Again, we will ignore the morphological irregularities
and treat these forms as being syntactically stem + plural:

81) dog +s = dogs
pass + s = passes
mouse + S = mice
buffalo + s = buffalo
cherub + s = cherubim

Besides morphological irregularity, there are also a number of problematic cases.
Some nouns express concepts for which number distinctions are not normally made.
For example, sand refers to stuff that naturally comes in a quantity for which the
division into ‘one’ (singular) and ‘more than one’ (plural) is not particularly natural.
Nouns which naturally accommodate this distinction are known as count nouns and
those that do not are called mass nouns. If we wish to individuate mass nouns, we
usually do this in terms of another noun which names a unit of what the mass noun
refers to and put this into a more complicated construction, known as the partitive:

(82) a three grains of sand
b seven loaves of bread
¢ two cups of tea
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Thus, it is not typical to find plural forms of mass nouns, though, of course, this does
not mean that they should not be considered as nouns. As a matter of fact, plural forms
of mass nouns do exist, though their uses tend to be rather specialised:

(83) a the sands of time
b the seven seas
¢ the breads that we bake

Typically, the plural forms of mass nouns tend to refer to different collections of what
the nouns refer to. Take (83c) for example. Here the plural noun breads refers to
various types of bread: cottage loaves, whole meal bread, rye bread, baguettes, etc.

Another class of nouns for which the plural form is not entirely natural is the
proper nouns, i.e. names. Again, there is probably a semantic reason for this: names
name individuals and individuals come in ones. Once again it is possible to find proper
nouns used in the plural with the right semantic context:

(84) a the two Ronnies (British comedy series of the 1970s)
b the Smiths will be visiting next week
¢ there are no Einsteins in this class

In the first case, the plural proper noun is used because it refers to two individuals who
happen to have the same name (Ronny Corbet and Ronny Barker in this instance). In
the second, the family name Smith is used in the plural to refer to the collective set of
individuals of that family and in the third case the name Einstein is not used as a name
at all, but as a word to describe an individual with certain properties (high intelligence
in this case).

Exactly the opposite problem is caused by examples such as scissors and trousers,
which appear to be nouns which lack a singular form (*scissor, *trouser). This might
be more of a semantic problem rather than a grammatical one however, as the objects
to which these words refer are inherently plural in some respect: scissors have two
blades and trousers have two legs. Moreover, without this plural aspect to the meaning,
the object ceases to be describable in the same way: something with one blade cannot
be described as scissors (or scissor for that matter) and something with one leg is not
trousers (nor trouser). Again, it is possible to find the singular form of such words
used, though in very limited contexts. When two nouns are put together to form a
single compound noun, the preceding noun must be in its singular form:

(85) armchair *armschair
doorframe *doorsframe
schoolboy *schoolsboy

(There are some exceptions, e.g. dogsbody.) Note this restriction holds whether or not
the plural form would be more appropriate semantically, as is the case with armchair
which tend to have more than one arm! When an inherently plural noun is used as the
first noun in a compound, it too appears in its singular form:

(86) scissor-kick *gcissors-kick
trouser-press *trousers-press
spectacle-case  *spectacles-case
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In general then, it seems that nouns are a fairly well behaved category and that even
for the more problematic cases morphologically distinct forms for singular and plural
can be found.

Turning to the distribution of nouns, as with verbs a proper treatment of this will be
possible later in this chapter, though we can once again talk about subcategories of
noun. Nouns subcategorise in exactly the same way that verbs do, in terms of
restrictions placed on the possible categories of their complements. Just as with verbs,
the complement of the noun follows it. The similarity between noun complements and
verb complements can best be seen by comparing the behaviour of nouns that have
been derived from verbs with these verbs:

(87) a he waited for the letter his wait for the letter
b he believed in Father Christmas  his belief in Father Christmas
¢ he fought with the dragon his fight with the dragon
d Texpect that he left my expectation that he left
e they detonated the bomb their detonation of the bomb

As seems clear, most nouns that are formed from verbs take exactly the same
complements as the original verb does. The one difference can be seen in (87¢e) where
the verb takes a nominal complement while the noun takes a prepositional one. Note
that the verb and its complement express exactly the same relationship as the noun and
its complement: in both cases it is ‘the bomb’ that gets detonated. Thus, the
preposition of in the case of the noun complement does not seem to add anything of a
semantic nature. Moreover, this is an entirely regular process — any verb that has a
nominal complement will take a prepositional complement (with of) when it is formed
into a noun:

(88) construct a house construction of a house
destroy his confidence  destruction of his confidence
observe the reaction observation of the reaction
peruse the index perusal of the index

Indeed, there are no nouns that take following nominal complements, even ones that
are not formed from verbs:

(89) a book of magic *a book magic
a plague of flies *a plague flies
a case of mismanagement  *a case mismanagement
acup of tea *a cup tea

For some reason then, it seems that the whole class of nouns fails to have nominal
complements and thus they differ from verbs in this way (we will see later on in this
book there is an explanation for this observation). However, other than this, nouns can
take any other kind of complement and as such we can propose that they subcategorise
in the same way as verbs do, by the inclusion of a subcategorisation frame in their
lexical entries.

This inability to take nominal complements is something nouns share with
adjectives, as we shall see. Verbs pattern with prepositions in this respect. Thus we can
claim that whatever property it is that allows verbs and prepositions to take nominal
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complements, it is connected to the [-N] feature that they both share. The [+N]
categories (nouns and adjectives) obviously lack this property.

It is clear from the examples given above that nouns formed from verbs have
arguments in the same way that those verbs do: the noun wait may express the
relationship between someone who is waiting and what they are waiting for. The
argument that comes to the left of the verb is typically expressed by the possessor of
the derived noun (his and my and their in (87)). In other instances, however, the
possessor simply names the one who possesses the noun. The difference is made clear
in the two interpretations of the following:

(90) Ken’s construction of a kite

This can be interpreted either as something that Ken did (he constructed a kite) or
something that he possesses (the kite is his). Obviously the possessive interpretation is
only available for the case of the noun, the related verb cannot have a possessive
argument:

on Ken constructed a kite

In this example, Ken can only be interpreted as agent. The question arises as to
whether the possessor is another thematic argument which nouns can have, in addition
to agents, patients, themes, goals, etc., or whether it is something of a different nature.
There is reason to believe that the possessor is not the same kind of element as a
thematic argument. One thing that differentiates possessors from other arguments is
that the possessor may appear with almost any noun and does not appear to be
determined by the noun’s meaning:

(92) a my music (e.g. the CDs that I own)
b your drawing (the one on your wall)
¢ his organisation (the one that belongs to him)
d our plans (the bits of paper that we have)

Of course there are things named by nouns that cannot be possessed in this way:
(93) Emily’s embarrassment

In this example, Emily has to be interpreted as the one who experiences the
embarrassment rather than someone who possesses it outside of their emotions. But
this is a general semantic fact: some things can be possessed and other things cannot.
The fact remains, however, that of those things that are able to be possessed, the
relationship between them and the possessor is uniform and is not affected by the
meaning of the noun. This is very different from other argument—predicate
relationships:

(94) a he wriggled (he = agent)
b he arrived (he = theme)
¢ he embarrasses easily  (he = experiencer)
d he attracts criticism (he = goal)
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Another difference between the possessor and arguments is that the semantic
relationship that possessors express is rather vague in relation to those expressed by
arguments. Consider the following:

(95) Shufflebotham’s sheep

The relationship between Shufflebotham and the sheep could be almost anything,
ranging from ownership to something far more distant such as the sheep that
Shufflebotham selected in a sheep of the year contest. Thematic arguments, on the
other hand, have very definite interpretations: an agent is someone who consciously
performs an action and cannot be interpreted as anything else.

A final difference between possessors and arguments is that the possessor
relationship is restricted to nouns whereas thematic relationships seem to be available
to all thematic categories: we can find themes, experiencers, etc. for verbs, nouns or
adjectives.

For these reasons, therefore, we will not consider the possessor to be a thematic
role included in the lexical entry of the nouns, but something that can be added to any
compatible noun. Below we can see some example lexical entries for nouns:

(96) wait category: [-F, +N,-V]
0O-grid: <agent, goal>
subcat: [prepositional]
belief category: [-F, +N,-V]
O-grid: <experiencer, theme>
subcat: [prepositional]
fight category: [-F, +N,-V]
0-grid: <agent, theme>
subcat: [prepositional]

expectation category: [-F, +N,-V]
O-grid: <experiencer, proposition>
subcat: [sentential]
plague category: [-F, +N,-V]
0O-grid: <theme>
subcat: [prepositional]
cat category: [-F, +N,-V]
0O-grid: <>
subcat: (D]

3.4.3 Adjectives

We now turn to the [-F, +N, +V] category: adjectives. As their categorial features
suggest they share properties with both nouns and verbs, though obviously differ from
both.

Adjectives tend to describe states, properties or attributes of things, though as
usual, one needs to be careful with semantic definitions of syntactic categories. This
category tends to be used in one of two ways; either as a modifier of a noun or as a
predicate in a sentence:

(97) a astupid man
b the man was stupid
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This observation, however, will also require modification once we start to consider
adverbs and their relationship to adjectives.

The morphology of adjectives is an interesting area, though slightly more complex
than that of verbs and nouns. There are three main adjectival morphemes which we
might use to identify members of the category. First, many adjectives have three
distinct forms relating to the straightforward adjective (traditionally called the positive
form), the situation in which two elements are compared with respect to the property
expressed by the adjective (the comparative form) and the situation in which more
than two elements are compared (the superlative form):

(98) positive: tall sure clever
comparative taller surer cleverer
superlative tallest surest cleverest

Although there are few irregular adjectival inflections for comparative and
superlative (many — more — most, good — better — best, far — further — furthest being
obvious examples), there are a number of adjectives which do not take part in this
morphological paradigm at all. One class of adjectives that do not have comparative or
superlative forms are those which cannot be used for the basis of comparison from a
semantic point of view. Obviously, the notion of comparison involves properties that
can be graded into more or less: the property long, for example, covers a whole range
of lengths, some longer some shorter. A long piece of string could be anything
between, say 1 metre and infinitely long. We can therefore compare two elements in
terms of their lengths and determine that one is longer than the other. Some adjectives
however, do not express properties that can form the basis of comparison: some states
such as being dead or being married are absolute or ungradable, so someone cannot
be more dead or more married than someone else. Clearly ungradable adjectives are
not going to have comparative or superlative forms:

(99) dead set married frozen plural
*deader  *setter  *marrieder *frozener *pluraler
*deadest  *settest *marriedest *frozenest  *pluralest

In the above cases there is a semantic explanation for the lacking forms. In other
cases however, there are other explanations. Quite a few adjectives are morpho-
logically complex, being derived from nouns or verbs. It seems that morphologically
complex adjectives cannot bear the comparative and superlative morphemes:

(100)  *beautifuler  *beautifulest
*Americaner *Americanest
*fortunater *fortunatest

*edibler *ediblest
*sunkener *sunkenest
*smilinger *smilingest

There are, however, certain exceptions to this:

(101)  smoke — smoky — smokier — smokiest
stretch — stretchy — stretchier — stretchiest
friend — friendly — friendlier — friendliest
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It seems that adjectives formed with either ‘-y’ or ‘-Iy’ are able to take ‘-er’ and ‘-est’.

However, unlike the case of the ungradable adjectives, we can express comparative
and superlative notions with morphologically complex adjectives using degree adverbs
more and most:

(102)  more beautiful most beautiful
more American most American
more fortunate  most fortunate
more edible most edible
more sunken most sunken
more smiling most smiling

These are known as the periphrastic comparative and superlative constructions as
opposed to the inflectional ones. Often it is the case that adjectives participate in either
one or the other of these constructions, though there are some adjectives that can
appear with both:

(103)  bigger *more big
*reliabler more reliable
wiser more wise

We need not go into this any further. The main point that concerns us here is that
the less productive nature of these adjectival morphemes makes them less reliable as a
test for adjectival status than we have seen in the case of verbs and nouns. Obviously,
if a word can appear in a comparative or superlative form, it is an adjective, but failure
to do so cannot automatically lead us to a negative conclusion.

Another morpheme closely associated with adjectives is -ly. This is used with a
large number of adjectives to form adverbs:

(104)  nice nicely
brave bravely
black blackly
erroneous erroneously

There is some debate about the status of this morpheme which revolves around the
central issue of our present discussion. On the one hand, -/y might be taken as a
derivational morpheme which is applied to a lexical item of one category to derive
another lexical item of another category. This would be similar to morphemes such as
-er in cook-er, -ic as in scen(e)-ic or -ment in govern-ment. We have not been
concerned with such morphemes so far as they tend to be rather restricted, applying to
certain lexical items of a given category rather than to the category as a whole. There
are, for example, no forms *exister (someone who exists), *viewic (the property of
resembling a nice view) or *rulement (the collective body of people who rule). As we
have been concerned in using morphological observations for identifying categories,
the derivational morphemes would have been only of limited use to us. The important
point about derivational morphology is that it takes place in the lexicon, forming new
lexical elements from others, prior to any grammatical operation. If -Iy is a derivational
morpheme, then adverbs are a different category from the adjectives they are derived
from. However, we have no feature analysis for adverbs using the [+F], [£N] and [+V]
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features and as we have pointed out we cannot just introduce a new category into the
system without there being some fairly substantial consequences. If we introduce a
new feature to try to accommodate adverbs, we predict the existence of a further seven
more categories for which we have very little evidence.

However, -ly is strangely productive for a derivational morpheme, applying to
many adjectives, though there are exceptions:

(105)  *bigly
*redly
*fastly

Yet we can explain many of these absent forms. For example, while the form fastly
does not exist, the form fast can be used as both an adjective and an adverb:

(106) a he rode a fast horse  (adjective)
b the horse ran fast (adverb)

In many ways, then, this is like the missing plural *sheeps or the missing past tense
*putted (as past tense of put, not putt, which is putted). As such fast is just an irregular
adverb. In general, colour adjectives do not tend to form adverbs and the fact that this is
a semantically well-defined class of adjectives indicates that there might be semantic
reasons for it. This is further supported by the fact that colour adjectives that do form -Iy
adverbs, such as blackly, do so only if they have meanings that go beyond reference to
the colour: blackly means ‘in a sinister or evil way’ and greenly can mean either
innocently or enviously. Admittedly, the absence of size adverbs like *bigly and *smally
is problematic given the existence of hugely and minutely. But putting this small number
of problematic cases to one side, we can see that the -/y morpheme is a very productive
one, applying to most adjectives. As pointed out above, most derivational morphemes,
being lexical in nature, are not productive and apply only to selected lexical items.

The alternative to viewing -I/y as a derivational morpheme it to see it as an
inflectional morpheme. These are morphemes like the ones we have been mainly
concerned with so far. These apply to a lexical word to give back another form of the
same word. So see, sees, saw, seen and seeing are all forms of the same word, not
different words created from a single source as are depart, department, departmental,
departmentalisation. Inflectional morphemes on the whole are a lot more productive
than derivational morphemes (though we have seen a certain degree of irregularity and
exceptions in most of the morphemes we have investigated) and this would seem to fit
better the productive nature of -ly. However, in what sense can an adjective and its
related adverb be considered different forms of the same word, especially if they
belong to different categories? If -ly is an inflectional morpheme, it seems that we
would have to consider adjectives and adverbs to be the same category. There is a
certain amount of evidence in support of this view however. First, note that both
adjectives and adverbs have similar distributions, if we consider their immediate
environment:

(107) a very fond
b as quick as lightning
¢ too happy to notice
d so foolish that he believed me
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(108) a very fondly
b as quickly as lightning
¢ too happily to notice
d so foolishly that he believed me

We see from these examples that the same kinds of words (very, as, too, so, etc. —
known as degree adverbs) are used to modify both adjectives and adverbs. Such
things cannot be used to modify words of other categories:

(109) a *very smiled
b *too disaster to think about

Thus, it seems that adjectives and adverbs are closely related categories if they are not
the same category. Of course, over a larger domain adjectives and adverbs do not
distribute the same: adjectives tend to modify nouns and adverbs modify verbs or
whole sentences:

(110) a a hot cup of tea *a hotly cup of tea
b it was debated hotly *it was debated hot

Yet, if we consider the total set of possible positions for adjectives and adverbs, we
notice that where an adverb can appear an adjective cannot and vice versa. In other
words, the two are in complementary distribution, just like transitive and intransitive
verbs. In the case of verbs we took their complementary distributions to be evidence
that they are of the same category and, therefore, there is no reason why we should not
argue the same here in relation to adjectives and adverbs.

As a further observation, adverbs, like adjectives, can appear in contexts of
comparison and hence in comparative and superlative constructions:

(111)  more beautifully most beautifully
more fortunately most fortunately
more smilingly most smilingly

Adverbs, however, tend not to have comparative or superlative forms:

(112)  cleverer/cleverest *cleverlier/cleverliest
nicer/nicest *nicelier/niceliest
smarter/smartest *smartlier/smartliest

The reason for this is probably because these adverbs are morphologically complex
and as we have seen morphologically complex adjectives tend not to have such forms.
This is supported by the fact that adverbs not formed with the -/y morpheme can have
morphological comparative and superlative forms:

(113) a his horse was running faster than mine his horse ran fastest
b I arrived sooner than I’d expected I came the soonest that I could

Interestingly, for adjectives the derivational morpheme -/y does not block the
comparative and superlative morphemes, as we have seen:
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(114)  friendly  friendlier friendliest
lovely lovelier loveliest
manly manlier manliest

This would seem to suggest that the two morphemes have different statuses and as the
adjectival -ly is clearly a derivational morpheme, we might use this to argue that the
adverb -ly is inflectional.

A final argument for seeing adjectives and adverbs as being of the same category
has to do with the system of categorisation introduced in the preceding section. Above
we pointed out that while verbs are able to take nominal complements, nouns are not.
Adjectives are like nouns in this respect. For example, when we derive an adjective
from a transitive verb, the adjective must take a prepositional complement, not a
nominal one:

(115) a observe the results
b *observant the results observant of the results

All adjectives are like this, even those not derived from verbs:

(116) a *fond his sister fond of his sister
b *keen crossword puzzles keen on crossword puzzles
¢ “*certain the answer certain of the answer

If we assume that this property is related to the [+N] feature, then we can account for
why nouns and adjectives pattern alike in this respect, as both are [+N] categories.
Note that prepositions and verbs, the [-N] categories, can have nominal complements.
Adverbs behave like nouns and adjectives in not being able to have nominal
complements:

(117) a Mary minds her manners
b *Mary carried out her duties, mindfully her manners
¢ Mary carried out her duties, mindfully of her manners

We shall see a little later that the question of what complements adverbs can take (and
when) is a complex issue. However, as they never take nominal complements under
any circumstances it is safe to assume that they are, like adjectives and nouns, a [+N]
category. As adverbs are thematic categories they are also [-F] and thus they have
either of the following feature specifications:

(118) a [-F, +N, -V]
b [-F, +N, +V]

The feature set in (118a) is that of nouns and we have no reason to believe that adverbs
are a type of noun. We are therefore left with the feature set (118b), which is that of
adjectives. Hence it seems we are forced to accept that adverbs and adjectives are of
the same category by the system we have devised.

The difference between adjectives and adverbs is in how they are used: a [-F, +N,
+V] category that is used to modify a noun is called an adjective and one that is used
to modify a verb or a sentence is called an adverb. That they often have different forms
is not by itself a problem, as there are certain nominal elements, for example, that have
different forms depending on how they are used:
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(119) a Iknow him
b he knows me

When a pronoun follows a verb, it has one form and this differs from the form it has
before the verb. We will return to this in more detail in subsequent chapters, but for
now all that is important to note is that these elements have different forms in different
positions, but we do not therefore conclude that they belong to different categories. We
will assume something similar is going on with the [-F, +N, +V] categories and that
adjectival and adverbial forms are different forms of the same category determined by
its use.

Though we will maintain the traditional terms for adjectives and adverbs, as there
has not been a common term developed for them (Radford 1988 has suggested Adjerb
or Advective, but surprisingly they did not catch on!). However, we will use the
general category label A to stand for this whole category.

Finally in this section, we turn to the subcategorisation of adjectives and adverbs.
We start with adjectives as these are the most straightforward. We have already seen
that adjectives, like nouns, cannot take nominal complements. However, all other
possibilities are open to them:

(120) a Reginald regrets the decision Reginald is regretful of the decision
b Harry hopes that it will snow Harry is hopeful that it will snow
¢ Rick responded to the treatment Rick is responsive to the treatment
d Rebecca rested Rebecca felt ill

The lexical entries for these adjectives might therefore be:

(121)  regretful  category: [-F,+N, +V]
O-grid: <(experiencer) (theme)>
subcat: [prepositional]
hopeful category: [-F, +N, +V]
0O-grid: <(experiencer) (proposition)>

subcat: [sentential]
responsive category: [-F, +N, +V]

0O-grid: <(agent) (theme)>

subcat: [prepositional]
ill category: [-F, +N, +V]

®-grid:  <(experiencer)>

subcat: (D]

The arguments of the adjectives are included as optional to allow for their non-
predicative use. When an adjective is used to modify a noun, it does not typically
appear with its arguments:

(122) a a regretful decision
b a hopeful football supporter
¢ aresponsive audience
d anill wind

The subcategorisation of adverbs is a rather more tricky issue. One would have
thought that if adverbs are formal variants of the relevant adjective, then they would
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subcategorise in the same way as these adjectives — like the present tense verb
subcategorises in the same way as the past tense verb. There are some cases where this
might well be true:

(123) a the newspapers were independent of the government
b the newspapers operated independently of the government

In this example, both the adjective (independent) and the adverb (independently) take the
same prepositional complement. In other cases, however, this does not seem to work:

(124) a he was very fond of his sister
b we were all anxious that the plan should succeed

(125) a *he thought about his visit fondly of his sister
b *we met at the arranged time anxiously that the plan should succeed

These observations raise a number of perplexing questions. Why, for example, do
adjectives and adverbs differ in this way? And why are some cases of adverbs with
complements ok? Comparing (124) with (125) we can see a difference in the functions
of the adjectives and adverbs: whereas the adjectives are functioning as the predicate
of the sentence, the adverb plays a modifying role, modifying the verb in these cases.
It turns out that when adjectives function as modifiers, they also cannot take the
complements that they usually can:

(126) a *avery fond of his sister boy
b *an anxious that the plan should succeed band of pirates

Thus, it turns out that this is not a difference which divides adjectives and adverbs, but
a property that unifies them. Under what circumstance can an adverb have a
complement then? If what we said above is correct, we predict that adverbs can only
take a complement when they do not function as modifiers. This is indeed true in
(123b) where the adverb functions as a complement of the verb. It is quite unusual to
find an adverb in a non-modifying role and, therefore, it is not at all usual to find
adverb with complements.

3.4.4 Prepositions

The last thematic category we will consider is prepositions. The pattern with nouns in
being [-V] and with verbs in being [-N] and therefore do not share any feature with
adjectives, apart from [-F] as they are both thematic.

Morphologically there is very little to say about this category as they tend to be
morphologically simple and do not have inflectional forms. However, this is a property
that we may use to identify an instance of the category: they are the category that do
not have plural, tensed, comparative or superlative forms:

(127)  with *withs *withed *wither *withest
by *bys  *byed *byer *byest
to *tos *toed  *toer  *toest
There are a small number of exceptions to these observations. For example inner

might be claimed to be a comparative form of in, ins is a possible plural (as in ins and
outs) and toing is a progressive based on the preposition fo (as in toing and froing).
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But it is obvious that in such cases the stem is not used as a preposition, but as a
member of the appropriate category: in in ins is a noun, not a preposition.

In terms of the subcategorisation of prepositions, they can appear with most types
of complements, including nominal ones:

(128) a it disappeared under the bridge
b it came from under the bridge
¢ he went out

In (128a) the preposition under takes a nominal complement, demonstrating its [-N]
property, in (128b) from takes a prepositional complement and in (128c) out has no
complement and hence is used ‘intransitively’.

The one complement that prepositions fail to have is clausal. While verbs, nouns
and adjectives can all take clausal complements beginning with the word that, it seems
that this is not possible for prepositions:

(129) a we said [that we didn’t see the sign]
b our knowledge [that we were right]
¢ we were anxious [that you should be told]
d *we spoke about [that you left]

It is quite mysterious why this should be, especially given the fact that all other
categories seem to have no trouble in taking such complements. It is even more
mysterious when we notice that prepositions can take certain clausal complements:

(130) a I thought about [whether I should leave a note]
b I haven’t seen him since [we had the argument]

In (130a) the clause is interrogative, functioning as a question, and it seems that
interrogative clauses can be the complements of certain prepositions. (130b) is even
more puzzling as here we have a preposition with a clausal complement without a that.
Typically this word is either optional or
obligatory with clausal complements:

(131) a Theodore thinks [(that) Linda left]
b my observation [*(that) he had a missing shoe]
¢ I was certain [(that) no one knew about the body under the bed]

Note:
*(xxx) means that xxx is obligatory

It is possible that, given the complementary distribution between words like that and
since, they are of the same category and hence since is not used as a preposition in
(130b). Indeed, we will see, words like that, being complementisers, are analysed as
‘functional prepositions’, given their feature specification [+F, —-N, —V]. However, we
will not pursue the issue here.

The following are some examples of the lexical entries of prepositions:

(132)  with category: [-F,-N,-V]
0O-grid: <(theme) (location)>
subcat: [nominal]
from category: [-F,-N,-V]
0O-grid: <(theme) (location)>
subcat: [nominal/prepositional]
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3.5 Functional Categories

It is now time we turned our attention to the second main subdivision of word
categories, the functional categories.

3.5.1 Inflections

The feature bundle [+F, —N, +V] defines a ‘functional verb’. Such an element would
have verbal properties, but no thematic content: it would not be specified for taking
arguments in its lexical entry and hence would have no theta-grid. The most obvious
thing that fits this bill is the class of auxiliary verbs:

(133) a they have gone
b he is shaving
¢ she can swim

We need to distinguish between two groups of auxiliary verb, however. (133a) and
(133b) involve aspectual auxiliaries (perfective and progressive respectively). (133c)
concerns a modal auxiliary. These two types of auxiliaries differ not only in their
semantic content, but also in their syntactic behaviour. For example, while modal
auxiliaries are in complementary distribution with one another (there can only ever be
one per clause), they are not in complementary distribution with the aspectuals. The
aspectual auxiliaries are also not in complementary distribution with each other:

(134) a *he can will fly
b he may have fallen
¢ he must be hiding
d he has been drinking

This distribution pattern would argue that modals occupy a different position to
aspectuals. This position, note, is always in front of all other verbal elements.

Modal auxiliaries are also in complementary distribution with other elements of the
clause. But before we can discuss this, we need to distinguish between two types of
clause. Consider the clauses in brackets in the following:

(135) a I think [that Sam saw me]
b I was anxious [for Sam to see me]

These two clauses express the same thematic content: a seeing relationship holding
between Sam and me. However, they differ in a number of ways. In (135a) the verb is
inflected for tense (past in this case) whereas in (135b) the verb is uninflected and
cannot display tense distinctions:

(136)  *I was anxious [for no one to saw/sees me]

We call sentences with verbs inflected for tense finite clauses and those without, non-
finite clauses. In finite clauses, the nominal element that is in front of the verb, if it is
expressed as a pronoun, has a certain form, but it has another form in non-finite
clauses:

(137) a I think [that he saw me]
b I was anxious [for him to see me]
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This distinction is traditionally called a Case distinction, which has to do with the
forms that certain nominal arguments appear in. In English there are not many Case
distinctions to be seen as it is only the pronouns which have Case forms, but in other
languages there can be more such distinctions made (think of Hungarian Jdnos, Jdnost,
Jdnosnak, etc.). The he form of the pronoun (similarly, she, I, we, they) is called the
nominative case form, while the him form (her, me, us, them) is the accusative case
form. Note, finite clauses must have nominative elements in the relevant position,
whereas, if the position is filled at all in non-finite clauses, it must be by an accusative
element:

(138) a *I think [that him saw me]
b *I was anxious [for he to see me]

We can also see a difference between the clause types in terms of the word that
introduces them, the complementiser. For the finite clause, the complementiser must
be that and for this kind of non-finite clause, the complementiser must be for:

(139) a *I think [for he saw me]
b *I was anxious [that him to see me]

Finally, finite clauses can stand as the main sentence, in which other embedded
sentences can appear. A non-finite clause is always an embedded clause:

(140) a he saw me
b *him to see me

Returning to the modal auxiliaries, note that these can only appear in finite clauses:

(141) a I think [that he could see me]
b *I was anxious [for him to could see me]

There are two points of interest. First, when a modal does appear in a finite clause, the
verb does not appear in its finite (tensed) form:

(142)  *I think [that he could saw me]

Second, the non-finite clause contains an element not found in finite clauses which
appears to occupy the same position as the modal in finite clauses:

(143) a I think [that he could see me]
b I was anxious [for him to see me]

Putting these together, we find that there are three elements here which are in
complementary distribution: modals, the non-finite element 7o and the finite inflections
on verbs. In any clause, wherever one of these appears, the others cannot:

(144) a I think [that he may leave/*]leaves/*to leave]
b I think [that he left/*can left/*to left]
¢ I was anxious [for him to leave/*must leave/*leaves]

We have spoken about complementary distribution patterns before, concluding that
elements that are in complementary distribution should be analysed as instances of the
same category. If this argument applies here, then modals, finite inflections and the
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non-finite element fo are to be analysed as of the same category. While this makes
perfect sense for modals and 7o, as these are words which appear to occupy the same
position in the clause, it seems somewhat odd to claim that the finite inflections belong
to this category. For a start, finite inflections are inflections that appear on the verb,
not independent words themselves. However, there are things which seem to form part
of other things in sentences, but which we might want to claim that at some deeper
level of analysis are independent from them. Consider the status of n’f in negated
auxiliaries such as can’t, won’t, couldn’t, etc. In one sense this element is part of the
auxiliary, but in another sense it is an independent element expressing negation in
exactly the same way that its non-contracted counterpart not does. It would seem
reasonable to suggest that the contracted negative is an independent lexical item, with
its own lexical entry (perhaps even the same one as the non-contracted negation) and
that as such it enters the sentence as a word. Then there are syntactic processes which
combine the auxiliary and negation into a single element:

(145)  he will n’t listen — he ﬁorl%t\ — listen

It could be argued that the same thing is true of finite inflections: they enter a
sentence as an independent word, but are joined with the verb by some syntactic
process. If this is true, then there would be nothing wrong with treating finite
inflections as the same kind of thing as modal auxiliaries as they could occupy the

same underlying position:

(146)  he —d smile - he — smile-d —

One argument in support of this treatment of finite inflections concerns the
difference between inflectional morphemes and derivational morphemes, discussed
above. A derivational morpheme forms a new word from an existent one in the
lexicon. This new word has lexical properties of its own and may even differ in its
meaning from the original word. Furthermore, the process tends to be limited, applying
to a selection of lexical elements rather than to whole classes. Inflectional morphology,
on the other hand, does not change the lexical element, it just provides another form of
that word. Often, it adds some element of meaning (such as tense or plural) to the
meaning of the original word rather than changing the meaning to something else. This
all suggests that the two processes are very different and that derivational morphology
is something that goes on in the lexicon to expand the number of available words.
Inflectional morphology is, on the other hand, too regular to be a lexical process,
applying to whole categories. This would seem to be the hallmark of a syntactic
process not a lexical one. We will assume therefore that verbal morphemes expressing
tense and agreement are independent words inserted into a sentence in their own
position and undergo a subsequent syntactic process which combines them with the
verb that they are attached to.

We, therefore, have a functional category with three main members: modal
auxiliaries, the non-finite fo and finite inflections. This category has been called
inflection, sometimes abbreviated to INFL or more usually these days 1.
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Given that inflection is a functional category and takes no part in thematic
structure, members of this category do not have theta grids as part of their lexical
entry. Furthermore, their subcategorisation seems to be much simpler than any
thematic category: all inflections are always followed by a verbal element and hence
we might suppose that they all subcategorise for verbal complements:

(147)  will category: [+F, =N, +V]

subcat: [verbal]

can category: [+F, =N, +V]
subcat: [verbal]

-ed category: [+F, =N, +V]
subcat: [verbal]

to category: [+F, =N, +V]
subcat: [verbal]

3.5.2 Determiners
The functional category that is most closely associated with nouns are the determiners
which always precede nominal elements:

(148) a the party
b a snake
¢ this idea of yours
d which friend of mine

Determiners may contribute to the interpretation of the nominal in terms of the
notion of definiteness. This has a number of roles to play in interpreting a sentence.
One of these has to do with how we introduce new items into a discourse and how we
maintain a discourse topic. Consider the short monologue below:

(149) A man walked into a shop. The shopkeeper greeted the man.

In the first sentence, we introduce the main aspects of the story: the man and the
‘shop’ situation. In this sentence the two nouns man and shop are preceded by the
determiner a. This is the indefinite article and one of its functions is to signal new
information that has not been mentioned previously. In the next sentence we have two
more nouns shopkeeper and man (again). This time they are preceded by the
determiner the, which is the definite article. Its function is to indicate information
which has already been given and, therefore, to connect a series of sentences as being
about the same thing. Thus, the shopkeeper is assumed to be the shopkeeper of the
shop mentioned in the previous sentence, not another one round the corner, and the
man is assumed to be the one who we have just been informed has walked into the
shop, not one who was already in the shop, for example.

Determiners are also involved in the interpretation of nouns with respect to
specificity. Compare the following:

(150) a I was looking for the cat
b I was looking for a cat

In the first sentence there is a specific cat that I am looking for, and the speaker
obviously assumes the person who is addressed knows which specific cat he is talking
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about. The second sentence is, however, ambiguous. It could either mean that the
speaker was looking for a specific cat, but assumed that the addressee does not know
which cat is referred to, or it could mean that the speaker is looking for some non-
specified cat and that any cat would satisfy the conditions of his search.

In English there are a number of syntactic phenomena that seem to be determined
by the notion of definiteness. For example, only indefinite nominals can go in the post-
verbal position in sentences which start with there:

(151) a there once lived an old woodcutter
b *there once lived the old woodcutter

Determiners are often marked for number. So, a, this and that are singular whilst
these and those are plural, only introducing nouns with the relevant number:

(152) a aboy/*boys
b these girls/*girl

With mass nouns, for which number is not applicable, we can have neither singular nor
plural determiners (unless we treat the mass noun as a count noun, referring to types or
groups of the material that the noun refers to — see the discussion in section 2.1.3.):

(153) a *asand
b *these sand

The definite determiner the can be used in either singular or plural contexts and
even those unmarked for number, when used with mass nouns:

(154) a the boy
b the boys
c the water

A related concept to number is quantity and determiners often act as quantifiers
for the nouns they introduce:

(155) a some people
b all newspapers
¢ both parties
d every student

These quantificational determiners are also often marked for number, introducing only
certain types of noun:

(156) singular plural mass
a both *house  houses  *bread
b every book *books  *water
c all *cat cats sand
d some man men oil

They are also marked for definiteness and so may or may not introduce nouns sitting in
the post-verbal position in there sentences:
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(157) a there arrived some letters
b there appeared many djinn
¢ “*there sat all footballers

Not all quantificational elements are determiners, however. Some quantifiers might
at first appear to be determiners, but the observation that they are not in
complementary distribution with determiners challenges this assumption:

(158) a many problems (the many problems)
b few ideas (these few ideas)
¢ several inaccuracies (the several inaccuracies)

Traditionally this group of quantifiers are known as post-determiners as they always
follow other determiners (which are sometimes called central determiners). This
terminology gives the impression that post-determiners are a subclass of determiner,
which is likely to be inaccurate. These elements often have many adjectival qualities,
including being able to be modified by degree adverbs and having comparative and
superlative forms:

(159) a very many buildings  more buildings most buildings
b so few typos fewer typos fewest typos
¢ ?very less money ?the lesser money  the least money

For these reasons we will consider these elements as adjectival and will put off their
discussion until a later section.

Pronouns might also be argued to be determiners. Certain determiners can be used
straightforwardly as pronouns:

(160) a I like this hat I like this
b I'd like some cake I’d like some

Moreover, some pronouns can be used as determiners:

(161) a we three kings
b you fool
¢ them dandelions (dialectal)

Also, pronouns and determiners are in total complementary distribution:

(162) a the man
b him
¢ *the him
While certain nouns tend not to appear with determiners either, suggesting that

pronouns might be analysed as one of these kinds of noun, the fact is that all nouns can
appear with determiners under the right circumstances:

(163) a he’s not the Peter she married
b I met a Peter the other day

However, there are no circumstances that a pronoun can appear with a determiner:
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(164) a *he’s not the him she married
b *I met a him the other day

Like the inflections, the lexical properties of determiners are relatively simple.
They have no theta grid and they subcategorise only for nominal complements. If
pronouns are determiners, then in their pronominal use they can be considered as
‘intransitive’, taking no complement:

(165)  the category: [+F, +N, -V]

subcat: [nominal]

a category: [+F, +N, -V]
subcat: [nominal]

this category: [+F, +N, V]
subcat: [(nominal)]

he category: [+F, +N, V]
subcat: [(D)]

In these lexical entries, the and a are indicated to be determiners that have an
obligatory nominal complement, while his has an optional complement and /e has no
complement. Thus this may be used as a pronoun (i.e. a determiner used without a
nominal complement) and ke is always used as a pronoun.

3.5.3 Degree Adverbs

So far we have looked at auxiliary verbs, which accompany verbs, and determiners,
which accompany nouns, classifying these as functional equivalents of the categories
they accompany. The obvious choice for functional adjectives, therefore, are the
degree adverbs that accompany them:

(166) a so light
b too heavy
¢ as thick (as a brick)

Thus we might categorise these elements as [+F, +N, +V].

It is a complex, but interesting question as to what counts as a degree adverb.
Firstly, these elements are used primarily to indicate the degree to which the state or
property expressed by an adjective holds of something. But there are a number of
elements that do this, not all of which seem to behave the same:

(167) a too strong
b very fast
¢ quite real
d extremely tiring

Some of these degree modifiers are in complementary distribution with each other,
indicating that they belong to the same category:

(168) a *too so tall
b *so as wide
¢ *astoo long

However, others are not in complementary distribution:

43



Chapter 1 - Grammatical Foundations: Words

(169) a so very boring
b quite as fragile
¢ as extremely frustrating

This would suggest that not all of these words should be categorised as degree adverbs,
that is, as words with [+F, +N, +V] categorial features. Given that normal adverbs can
be used to modify adjectives, some of the cases in (167) can simply be taken as
adverbs, especially those that are formed from adjectives by the -ly morpheme:

(170) a he obviously left obviously tired
b they certainly met certainly irregular
¢ we wanted it extremely extremely tough

Others however are more difficult to categorise. Words like very do not appear to be
able to be used as typical adverbs, modifying verbs or sentences, but are restricted to
modifying adjectives as are the degree adverbs:

(171)  *he flexed his muscles very

Besides distributional properties, degree adverbs also have other properties that
unify them. For example, it is typical for a degree adverb to appear alongside a clausal
element which follows the adjective being modified:

(172) a so fat [that he couldn’t do up the buttons]
b too far [to walk]
¢ as stupid [as they come]

This clause specifies the bounds to which the degree of the property expressed by the
modified adjective is given. Note that plain adverb modifiers of adjectives do not
appear with such limiting clauses:

(173) a *very tired [that he had to rest]
b *extremely big [to get through the door]
¢ *quite famous [as I am]

There is an interpretation in which these kind of constructions are not ungrammatical.
However, this is where the following clauses are associated with the adjectives or even
the whole clause rather than the degree modifiers:

(174) a he was tired, [(so) that he had to rest]
b the sofa was big [to get through the door]
¢ heis famous, [as I am] (in formal English: as am I)

This is another reason to consider these words to belong to different categories.

Other words which behave as degree adverbs both distributionally and in that they
can be accompanied by a limiting clause are the comparative and superlative adverbs
more and most:

(175) a so fanatical more fanatical ~ *so more fanatical
b as wonderful most wonderful *as most wonderful
¢ more predictable [than I am]

d most regrettable [of all]
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Although the accompanying element to most does not look much like a clause, its
interpretation is of all the things that are regrettable, which is more clause like. These
observations also lead us to consider the inflectional comparative and superlative:

(176) a so nice nicer *30 nicer
b as tall tallest *as tallest
¢ cuter [than I am]

d strongest [of all]

Clearly, these behave exactly like the periphrastic constructions, and hence would
seem to involve a degree adverb. The obvious choice would be the comparative and
superlative morphemes themselves, which would suggest an analysis similar to what
was proposed for verbal inflections: the comparative and superlative are independent
lexical elements which are inserted into an expression separately into the degree
adverb position and then by a syntactic process become attached to the adjective:

(177) a -er tight — — tight-er —

b -est black - — black-est —
Below, we can see a selection of lexical entries for degree adverbs:

(178)  so category: [+F, +N, +V]
subcat: [adjectival]

more  category: [+F, +N, +V]
subcat: [adjectival]

-er category: [+F, +N, +V]
subcat: [adjectival]

3.5.4 Complementisers

The final word category we will consider in this section is the complementiser. This
category is used to introduce clauses of one type or another. For now, we can take a
clause as a coherent part of an expression that contains an inflection, though this will
be made more precise later in the book. Examples of complementisers are:

(179) a Iknow [that I am right]
b I was hoping [for you to phone]
¢ I wonder [if you would lend me the money]

The remaining set of categorial features that has not been assigned to a category is
[+F, -N, -V], that is ‘functional prepositions’. One argument for treating
complementisers as functional prepositions is the fact that at least one of them, for, has
certain prepositional properties (it is sometimes called the prepositional
complementiser). Note that prepositions take nominal complements that are always in
the accusative Case, and never in the nominative:

(180) a to/with/for/by/etc. him
b *to/with/for/by/etc he
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Although the complement of complementisers (the part of the expression that
follows it) seems to be clausal rather than nominal, the nominal element that follows
the complementiser for is always accusative and indeed seems to depend on the
complementiser to its presence in that if the complementiser is absent, then so must the
nominal be:

(181) a [for him to stay] would be unwise
b *[for he to stay] would be unwise
¢ [to stay] would be unwise
d *[him to stay] would be unwise

We will be examining these observations in more detail later on in the book, but for
now we can take the observations as support for the categorisation of complementisers
as types of preposition. Indeed, we may even take this as evidence that
complementisers should be [-N] elements as it is this feature that is responsible for the
accusative nature of the following nominal, as discussed above.

Another argument in favour of categorising complementisers as functional
prepositions is that both prepositional elements and clauses introduced by a
complementiser undergo a syntactic process known as post-posing, where they appear
to be moved to the end of the main clause:

(182) a lies [about Larry] were circulated —
lies were circulated [about Larry]
b abook [that no one had read] was awarded first prise ~ —
a book was awarded first prise [that no one had read]

We saw above how inflectional elements determine the finiteness of the clause,
with modal auxiliaries and tense appearing in finite clauses and the non-finite to
appearing in non-finite clauses. Complementisers are also sensitive to finiteness. That
and if always introduce finite clauses, while for always introduces non-finite clauses:

(183) a that he may speak *that him to speak
b if she is staying *if she to stay
¢ for you to know *for you must know

A second property of complementisers concerns what might be termed the force of
the clause that they introduce. This concerns the interpretation of the clause as either a
statement or a question:

(184) a Isaid [that I have the money]
b I asked [if you are free at the weekend]

The complementisers that and for introduce declarative clauses, i.e. ones that make
statements, while if introduces interrogative clauses, ones that ask questions. We can
view this in terms of a set of non-categorial features which distinguish between the
complementisers. These features are [+Wh] for the force of the clause and [+Fin] for
the finiteness of the clause. The [+Wh] feature (pronounced ‘double-u aitch’) indicates
interrogative, based on the fact that interrogative pronouns such as who, what, where,
etc. are written with an initial ‘wh’ and the [-Wh] feature indicates declarative. [+Fin]
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stands for finite and [-Fin] for non-finite. Thus, we have the following classification of
complementisers:

(185) Wh
+ —
. + | if | that
F
= Jfor

Obviously, there is one missing complementiser, the [+Wh, —Fin] one. We will put this
apparent gap in the system to one side until we are in a better position to deal with it.
The lexical entries for complementisers can be given as follows:

(186)  that category: [+F, -N,-V]
subcat: [clausal]
features: [-Wh, +Fin]

for category: [+F, -N, V]
subcat: [clausal]
features: [-Wh, —Fin]

if category: [+F, -N,-V]
subcat: [clausal]
features: [+Wh, +Fin]

3.6  Functionally underspecified categories

We have now discussed all eight of the categories that we listed at the start of this
section. However, there are some categories that we have not yet discussed and some
members of the categories that we have which do not seem to fit well in them. In this
section we will briefly discuss the possibility or four extra categories which differ from
the previous ones in that they are not specified for the [+F] feature. This means that
they differ from each other in terms of the specification of the [+N] and [+V] features,
but they differ from the other categories in that they are neither functional nor
thematic.

We will start with the aspectual auxiliaries. We have pointed out that these
auxiliary verbs do not behave like modals as they are not in complementary
distribution with them. In fact, aspectual auxiliaries are not in complementary
distribution with any I element:

(187) a he may have been shopping
b ... for him to have been shopping
¢ he had been shopping

This would suggest that they are not categorised in the same way as inflections. They
appear to be verbal elements as they inflect for almost the same set of things that verbs
do (perfective have inflects for tense (has/had), progressive be inflects for tense
(is/was) and perfect aspect (been) and passive be inflects for tense (is/was), perfect
aspect (been) and progressive aspect (being)). However, they are clearly not thematic
elements in that they play no role in the thematic interpretation of the sentence.
Aspectual auxiliaries therefore share properties with verbs and inflections, but they
cannot be categorised as either. We can capture this situation if, like verbs and
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inflections, we categorise aspectuals as [-N, +V] elements, but simply leave the [+F]
feature undefined. In common with inflections, aspectual auxiliaries also take only
verbal complements and they never precede any other category. However, they may
precede either verbs or other aspectual auxiliaries:

(188) a he has [eaten the sandwich]
b he has [been eating the sandwich]

Given that verbs are categorised as [-F, —N, +V], we cannot claim that this is the
category that aspectual auxiliaries subcategorise for as this would exclude them from
taking non-thematic verbal complements (i.e. other aspectual auxiliaries). On the other
hand, if we claim that they select complements of the category [-N, +V] they would
only be able to select for auxiliary complements and not main verbs. The solution to
the problem is stating that the category they select as their complement is optionally
specified for the [-F] feature, which correctly predicts that they cannot have an
inflectional complement.
Thus aspectual auxiliaries might have lexical entries such as the following:

(189)  have category: [-N, +V]
subcat: [(=F), -N, +V]

be category: [-N, +V]
(prog) subcat: [(=F), =N, +V]

be category: [-N, +V]
(pass) subcat: [(=F), =N, +V]

If there is a non-functional non-thematic verb, then it is predicted that there must
be non-functional non-thematic nouns, adjectives and prepositions. To what extent is
this prediction fulfilled? There are nouns which do not appear to behave like thematic
nouns and yet are clearly not categorised as determiners either. Consider the following
examples:

(190) a a bottle of wine
b acup of tea
¢ a group of tourists

The italicised items in these examples appear to be nouns and yet they do not behave
like other nouns. If we compare these examples to the following we can see some
obvious differences:

(191) a a picture of the president
b the disposal of the evidence
¢ the door of the house

The nouns in (190) do not function as the main semantic element of the expression as
do those in (191). Note that the expressions in (191) refer to a picture, a disposal and a
door respectively, but the referents of the expressions in (190) are wine, tea and
tourists respectively. One can pour a bottle of wine and drink a cup of tea, but what is
poured and drunk is not the bottle or the cup but the wine and the tea. On the other
hand, if one breaks a picture of the president or deplores the disposal of the evidence,
it is not the president that gets broken nor the evidence that is deplored. The kind of
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nouns in (190) are called measure or group nouns and they differ from other nouns
in terms of their relationship to their complements. The complements of the nouns in
(191) are arguments of those nouns and as such stand in a thematic relationship to
them. In other words, these nouns are thematic elements which have ®-grids in their
lexical entries. Measure nouns do not stand in the same relationship to their
complements at all and in fact they appear to have a similar relationship to their
complements as quantifying determiners do to their nominal complements. This is not
a thematic relationship and hence it appears that these nouns are not thematic nouns.
Clearly they are not determiners either and hence they seem to be prime candidates to
be analysed as non-thematic non-functional nouns.

The complements of measure nouns are always prepositional, though specifically
the preposition of is always involved. We are not yet in a position to clearly see the
details of what this implies, so we will not pursue the issue at this point. The following
lexical entries are an approximation of what is necessary to more precisely capture
their true nature:

(192)  bottle category: [+N, -V]

subcat: [prepositional]
cup category: [+N, -V]

subcat: [prepositional]
group category: [+N, -V]

subcat: [prepositional]

Next, let us consider possible non-thematic non-functional adjectives. Recall that
post-determiners are elements which seem to have adjectival properties in that they
have comparative and superlative forms and may be modified by adverbs:

(193) a the many/more/most people
b these extremely few advantages

It is clear that these elements are not thematic and hence should not be analysed as
adjectives such as pink, certain or keen, for example. For one thing, they cannot be
used predicatively as adjectives can, making them more like degree adverbs:

(194) a the outcome was certain/irrelevant/stupid/etc.
b *the people were more/most/several/etc.
¢ *the idea was so/too/as

However, degree adverbs do not have comparative and superlative forms and so it would
be inaccurate to categorise the post-determiners as functional adjectives (i.e. as [+F, +N,
+V]). Therefore we propose that these elements be categorised as [+N, +V] elements. It
seems that post-determiners always select nominal complements, which is why they
have been confused with determiners and hence they have the following lexical entries:

(195)  many category: [+N, +V]
subcat: [nominal]

few category: [+N, +V]

subcat: [nominal]

several category: [+N, +V]

subcat: [nominal]
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Finally, we turn to non-thematic non-functional prepositions. There are elements
which appear to be prepositions, but which do not play a role in the thematic structure
of the clause. For example, we have introduced the use of the preposition of in
situations such as the following:

(196) a a picture of Mary
b fond of his grandmother

As we pointed out, nouns and adjectives seem not to be able to take nominal
complements and hence the preposition of is inserted so that the complement is
prepositional instead. This preposition plays no role in the thematic interpretation of
these constructions however, the thematic relations hold between the noun or the
adjective and the following nominal element. Another such preposition is the by which
is found in passive clauses:

(197) a Peter hit the policeman the policeman was hit by Peter
b Lucy received a letter a letter was received by Lucy

Note that in the passive structures the nominal following by is interpreted the same as
the nominal preceding the verb in the active. It is, of course, the verb which determines
how to interpret this nominal, agent in (197a) and recipient in (197b), and hence,
presumably, the verb which determines it in the passive examples. If this is so, then by
plays no role in the thematic interpretation as this is entirely determined by the verb.

However, these prepositional elements, though apparently non-thematic, are not
complementisers, as they do not introduce clauses. We therefore categorise them as
prepositions which are unmarked for the F feature. Thus, they are non-thematic, but
also non-functional prepositions, categorised as [-N, —V]. Like most prepositional
elements they take nominal complements:

(198)  of category: [-N, —-V]
subcat: [nominal]

by category: [-N, V]

subcat: [nominal]

This concludes our typology of word categories. Although it has not been
exhaustive, as there are one or two categories that we have not discussed (conjunctions
such as and and or for example), we have covered all of the categories that we will be
concerned with in the rest of this book and nearly all of those made use of in the
English language. How to include those we have not dealt with within the system we
have developed is not something we will touch on in this book.
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Check Questions

Check Questions

1 Discuss how it is possible to conceive of linguistic knowledge and what is
meant by the ‘grammar’ of a language.

2 Define the terms ‘arbitrariness’, ‘lexicon’, ‘word category’ and explain how
they are related.

3 Discuss some general ways of determining word categories and potential
problems that may arise in connection with them.

4 Explain how the properties of a predicate determine argument structure.

5 What is meant by argument structure and subcategorisation frame? Show how it

is possible to establish different subtypes of verbs. Support your answer with
examples.

6 What subtypes of nouns can be established using notions like ‘countable’ and
‘uncountable’ and how may members of the latter be made countable?

7 Can the possessor be conceptualised as an argument? Justify your answer: if
yes, why; if not, why not

8 How is categorial information stored in the lexicon?

9 What evidence is available for collapsing the categories Adjective — Adverb?
Discuss the behaviour of the -/y morpheme and list some irregularities. In what respect
do the categories Adjective — Adverb differ?

10 Compare the complementation of N, V, A and P.

Test your knowledge

Exercise 1

Given the two main parts of a sentence subject and predicate, chop up the sentences
below into their parts. With the help of the grammatical functions subject, direct
object, indirect object, adverbial, divide the sentences into even smaller units.

(H Peter met Mary in the park yesterday.

He gave Mary flowers when she greeted him.
Mary put the flowers into a vase at home.

The man who lives next door saw that they met.
That Peter and Mary met surprised everyone.
The curtains extended to the floor.

He hasn’t finished reading the book she lent him.
Mary has become a teacher.

Peter lives in Paris.

Mary is in Paris at the moment.

=D 0 L0 O
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Exercise 2
Identify the arguments in the following sentences.

(1) a Peter left his family.
b Peter left after dinner.
¢ Peter and Mary met in the park.
d Mary suddenly noticed that her purse was missing.
e Before leaving the house she checked her bag.
f The purse was on the kitchen table.
g Peter considers Mary beautiful.
h John knew that Peter and Mary met in the park in the afternoon.
i John knows Mary.
j Peter wanted John out of the room.
k They treated their guests kindly during their stay.
1 Peter wrote a letter to Mary the other day.
m He sent her a box of chocolate, too.
n Peter called Mary yesterday.
o John called Peter a liar.

Exercise 3

Here is a list of definitions of theta roles. Given the definitions, label the arguments in
the sentences below.

Agent: the participant who deliberately initiates the action denoted by the verb
(usually animate).

Theme: the participant (animate or inanimate) moved by the action.

Patient: an affected participant (animate or inanimate) undergoing the action (the roles
‘theme’ and ‘patient’ are often collapsed).

Experiencer: the participant (animate or inanimate) that experiences some
(psychological, emotional, etc.) state.

Beneficiary/Benefactive: the participant that gains by the action denoted by the verb.
Goal: the participant towards which the activity is directed.

Source: the place from which something is moved as a result of the action.

Location: the place in which the action or state denoted by the verb is situated.
Propositional: clausal arguments have t