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Introduction

Irina A. Sekerina, Eva M. Fernandez and Harald Clahsen

The study of child language occupies a unique place in research on children’s cog-
nitive development. This comes as no surprise, as language is quite close to the
core of what it means to be human. Children successfully learn their native lan-
guage in a relatively short time and without the need for formal instruction. Lan-
guage is also the main vehicle by which we learn about other people’s thoughts;
therefore, cognitive and linguistic aspects of human development must be inti-
mately related.

Traditional methods of inquiry in modern linguistics and cognitive psychol-
ogy have enabled us to learn a great deal about how children acquire language and
the stages they go through on their way to adult competence (Pinker 1995). But
empirical studies on how children’s language develops published over the last 30
or 40 years have a striking characteristic in common: they treat language acquisi-
tion as a process that involves building a static database called the grammar, to the
exclusion of the mechanisms that operate in real time when the child produces or
comprehends language. The classic Competence/Performance distinction (e.g.,
Chomsky 1964) provides a useful framework for discussing this problem: while
investigations of child language acquisition are grounded on the assumption that
knowledge of language is put to work via a set of processing mechanisms (perfor-
mance), the primary concern in acquisition research has been with how that prin-
cipled knowledge (competence) develops. McDaniel, McKee and Cairns (1996),
in their seminal book on assessing child language, described how the knowledge
that constitutes competence had up until then been extensively studied, and they
documented the predominance of off-line experimental methods, that is, tech-
niques that prompted children to act out sentences, answer questions or provide
grammaticality judgments, responses that could then be compared to those pro-
vided by adults or by older or younger children. Armed with empirical evidence
of that sort, the field was able to begin to address some of the most basic questions
about language development and to formulate explicit descriptions about the na-
ture of developmental sequences.
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The era of traditional research on language acquisition, captured so well in
the volume by McDaniel et al. (1996), has grown into a mature area of inquiry
whose insights have led to a rich understanding about the development of lin-
guistic competence. But times have changed, as we enter a new era that takes a
“dynamic processing approach” to the study of language development (Trueswell
this volume). We are witnessing a growing interest in the mechanisms that un-
derlie production and comprehension abilities in children, a shift from a focus
on competence to a focus on performance. This enterprise has been significantly
facilitated by recent advances in technologies that permit tracking behavior at a
very fine temporal resolution, methods that have been successfully and exten-
sively applied to study language processing in adults. Such new techniques, which
we will collectively refer to as on-line, measure reaction times, track eye gazes,
examine brain activity. Some of these methods, like self-paced reading, self-paced
listening, and cross-modal priming benefit from having a long-standing tradition
in the study of adult language processing. Others, like eyetracking and neuro-
physiological techniques (Henderson & Ferreira 2004; Trueswell & Tanenhaus
2005; Carreiras & Clifton 2004), are newer but quite powerful additions to the ex-
perimental toolkit, particularly because they provide the means to study in great
detail very early phases of processing, and because they rely little on conscious
attention to or metalinguistic awareness of linguistic stimuli.

On-line methods have made their way into language acquisition research
with a truly amazing speed. A mere 10 years ago, as documented by Cecile McKee
(1996) in her chapter on on-line methods in child language research, reaction
time methods (cross-modal priming in particular) dominated the scene, neu-
roimaging hardly having a presence. Eyetracking was fully absent from McKee’s
chapter.

When applied to the study of child language, on-line methods permit re-
searchers to observe the interaction of grammar principles (competence) and
behavioral limitations and/or preferences (performance), with a greater level of
detail and a greater number of perspectives than ever before. We can now inves-
tigate how children coordinate multiple sources of information in real time and
arrive at sentence meaning using information extracted not only from the words
and structure of the sentence but also from the nonlinguistic context. The ap-
plication of on-line methods also makes it possible to test children’s performance
limits, to separate performance from competence in assessing children’s static and
developing linguistic knowledge, an approach that permits building and testing
theories about how children’s language processing contributes to their acquisition
of language (Fodor 1998).

The growing importance of on-line methods in child language research was
evident at the forum that brought this volume into being, the Workshop on On-
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Line Methods in Children’s Language Processing held at the Graduate Center of the
City University of New York in March 2006. Workshop participants discussed
and evaluated questions about the design, methodology, ethics, and practicalities
of conducting such studies with children, and speculated on future directions for
the emerging field of developmental psycholinguistics (Trueswell this volume) and
its subfield, developmental cognitive neuroscience (Méannel & Friederici this vol-
ume). In assembling this volume, we asked distinguished researchers — pioneers
in the application to child language research of a range of on-line methods - to
provide overviews on how changing research paradigms are advancing our un-
derstanding of language processing in children. While the overarching theme
of this volume is methodological in nature, the collection of chapters achieves a
broad coverage also of linguistic and developmental areas by including research
on both comprehension and production; by addressing sound-, word- and sen-
tence-level representations; and by discussing aspects of acquisition throughout
the entire span of early childhood, from infancy to the elementary school years.
The chapters in the volume are dedicated to reaction time methods (Clahsen);
eyetracking in its two main forms, free-viewing (Trueswell; Snedeker & Thotha-
thiri) and looking-while-listening (Fernald, Zangl, Portillo & Marchman); and
event-related potentials (ERPs; Médnnel & Friederici). Functional neuroimaging
(fMRI), magnetoencephalography (MEG) and optical imaging have yet to make
their way into developmental psycholinguistics and, therefore, are not represent-
ed in the volume.

We have chosen to group and order the chapters in terms of the methods they
focus on, starting with methods examining behavioral responses and followed
by methods analyzing event-related potentials and methods tracking eye gazes.
Closing the volume, Chapter 6 provides a historical backdrop and speculates
about the future of the field.

Chapter 1, “Behavioral methods for investigating morphological and syntac-
tic processing in children” (Harald Clahsen), describes and evaluates experiments
using response-time measures to examine processes involved in children’s pro-
cessing of sentences and inflected words. The chapter builds on Cecile McKee’s
documentation (1998) of on-line methods in child language research and pres-
ents an updated overview focusing on techniques that Clahsen, Felser, and the
research group at the University of Essex have used to examine how children
process complex syntactic phenomena and morphologically complex words in
real time. The chapter introduces five criteria against which the various meth-
ods for studying children’s on-line language processing can be assessed. These
criteria are: (a) time sensitivity of the technique, (b) naturalness of stimuli pre-
sentation, (c) child appropriateness of the technique, (d) linguistic versatility, and
(e) filed compatibility. It then provides an overview of behavioral tasks for in-
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vestigating children’s grammatical processing in production and comprehension.
Three experimental techniques are presented in detail: speeded production, used
to examine automatic processes involved in the spoken production of inflected
words; self-paced listening, employed in examining children’s processing of tem-
porarily ambiguous sentences, specifically relative-clause attachment preferences;
and cross-modal priming used to determine whether dislocated constituents (e.g.,
fronted wh-phrases) are reactivated at corresponding gap positions during pro-
cessing. Despite the availability of ERPs and eyetracking, behavioral methods such
as the ones outlined by Clahsen still have an important place in developmental
psycholinguistics, as these techniques can be applied to study a range of complex
and interesting language phenomena, providing time-sensitive measures that re-
quire minimal technical equipment.

Chapter 2, “Event-related brain potentials as a window to children’s language
processing: From syllables to sentences” (Claudia Médnnel and Angela Friederici),
provides an overview of the comprehensive research program to study neuro-
cognition of language, cortical networks and cognitive functions, and language
acquisition using ERPs at the Institute of Neuropsychology of the Max-Planck In-
stitute for Human Cognitive and Brain Science in Leipzig. Angela Friederici, head
of the Institute, is a leading researcher in applying measures of brain activity in
adult sentence processing and has proposed an influential neurocognitive model
of language and its extension to the area of language acquisition, which she herself
calls the developmental cognitive neuroscience of language (Friederici 2000, 2002).

In their chapter, Médnnel and Friederici describe the successful application of
ERP methods to study language acquisition in infants from birth to three years.
The chapter describes five ERP components closely linked to language, and how
they reflect the processing of phonological, semantic, and syntactic information
in progressively older children, compared to adults. Mannel and Friederici out-
line ERP research on a number of landmarks of child language acquisition and
identify neural correlates for developmental stages in auditory language compre-
hension. The research findings summarized in Chapter 2 include (a) work on syl-
lable and stress discrimination in infants using the passive oddball paradigm, (b)
investigations of the N400 component as a reflex of phonotactic knowledge, early
word learning and knowledge of selectional restrictions for verbs, (c) research
measuring sensitivity to sentence-level prosodic cues with the Closure Positive
Shift (CPS), and (d) studies eliciting an adult-like biphasic ELAN-P600 compo-
nent in response to phrase structure violations at the sentence level. Mannel and
Friederici draw the chapter to a close by demonstrating how ERP components can
be used to identify infants at risk for later developing language problems, such as
Specific Language Impairment (SLI) and dyslexia. The technique therefore con-
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stitutes a new diagnostic tool for very early identification of children who would
benefit from intervention.

Chapter 3, “Using eye movements as a developmental measure within psy-
cholinguistics” (John Trueswell), is the first of the three chapters dedicated to
eyetracking. Trueswell describes and evaluates free-viewing eyetracking - also
known as the visual world paradigm and the world-situated eye-gaze paradigm -
to study sentence-level comprehension in toddlers and preschool-age children.
John Trueswell and his team at the Institute for Research in Cognitive Science at
the University of Pennsylvania were the first to adapt this method to investigate
how 5-year-old children comprehend syntactically ambiguous sentences and how
sentence processing mechanisms develop (Trueswell, Sekerina, Hill & Logrip
1999). Trueswell begins his chapter with a history of eyetracking in adult research
and continues with a technical description of head-mounted, remote and “poor
man’s” eyetrackers; an explanation of calibration procedures; and remarks about
eyetracking data analysis. Trueswell then describes three linking assumptions
critical for making valid inferences about what children’s eye gaze patterns reveal
about the development of sentence processing mechanisms, and, in particular,
referential processing.

In a second part of his chapter, Trueswell discusses recent findings from early
oculomotor development, visual search, and neurocomputation models of visual
attention, all of which are informative with respect to understanding characteris-
tics of spatial attention from infancy until the age of 3. Such discussion provides a
solid backdrop for Trueswell’s review of the experimental evidence accumulated
over the past decades about using eye movements to infer how children resolve
prepositional phrase attachment ambiguities, pronominal reference, and quanti-
fier scope, as well as the influence of discourse factors in referential communica-
tion tasks.

Chapter 4, “How infants look as they listen: Using eye movements to monitor
on-line comprehension by very young language learners” (Anne Fernald, Renate
Zangl, Ana Luz Portillo and Virginia Marchman), takes on a complementary ap-
proach to the foundational chapter by Trueswell, walking the reader through a
detailed description of the listening-while-looking paradigm pioneered by Anne
Fernald, the leading author of this chapter, and the Stanford University Center
for Infant Studies. Listening-while-looking (LWL) is a version of free-viewing
eyetracking adapted for use with infants. The technique was developed out of a
desire to overcome a number of shortcomings of commonly used off-line meth-
ods to examine language comprehension by infants, such as diary studies, paren-
tal-report checklists of vocabulary growth, experiments on word learning, and
early versions of the preferential-looking paradigm. These methods do not tap
into the real-time properties of spoken language and reveal little about the child’s
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developing efficiency in processing continuous speech during comprehension.
The LWL method involves videotaping infants’ eye movements and coding these
at the finest level of resolution possible in relation to relevant points in the speech
signal. The technique can be used to collect eye movement data from infants as
young as 14 months, comparable in reliability and precision to data from adult
studies that require technically much more sophisticated eyetracking technology.
The chapter focuses on the LWL paradigm at a functional level and discusses the
logic of each step in the procedure, from preparing and running an experiment
to coding eye movements and analyzing the data for several different measures of
efficiency in spoken word recognition in infants.

Chapter 5, “What lurks beneath: Syntactic priming during language com-
prehension in preschoolers (and adults)” (Jesse Snedeker and Malathi Thotha-
thiri) — the third and final contribution on eyetracking — describes how to use a
“poor man’s” free-viewing eyetracker in testing a particular theoretical problem
in the area of language acquisition, i.e., the nature of young children’s abstract
grammatical representations. Snedeker and Thothathiri exploit the phenomenon
of structural priming in production, well known in adult psycholinguistics, to
study structural priming during spoken language comprehension in 3- and 4-
year-old children.

Snedeker and Thothathiri’s starting point is a brief summary of three prior
experiments that extend to young children basic findings in structural priming in
adult production. This line of research suggests that children older than 4.5 show
robust evidence for abstract structural representations of both dative and transi-
tive constructions, while 3-year-olds and younger 4-year-olds do not. Snedeker
and Thothathiri set out to test the hypothesis that even younger preschoolers do
indeed construct abstract structural representations, seeking evidence of this in
their eye movement patterns. The remainder of the chapter reports a series of
three experiments employing the “poor man’s eyetracker” to examine structural
priming in sentences with verbs such as give and hand, which license dative alter-
nation (V NP NP vs. V NP PP). As expected, eye movement patterns for young
4-years-olds and 3-year olds - as for adults and 4-year-olds — show an effect not
only of lexical within-verb priming but, critically, also of abstract between-verb
priming for dative sentences.

The final chapter of the volume, “Language acquisition research. A peek at the
past: A glimpse into the future” (Helen Smith Cairns), reviews a range of land-
mark studies in language acquisition research, providing a historical perspective
that promotes a better understanding of the significance of the shift in focus from
competence toward performance, from oft-line to on-line paradigms. Cairns tells
the story of how the (still young) field of research on language acquisition has
evolved, from early fieldwork studies focusing on the regularities of speech pro-
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duced by children through studies employing sophisticated off-line techniques to
probe underlying linguistic knowledge, though studies taking advantage of on-
line techniques to understand performance mechanisms in children. The chapter
addresses the complexity of the relationship between theory and practice. Theo-
ries have driven experimental innovation, while at the same time the availability
of experimental techniques promotes the development of new theories.

Cairns discusses the early interest on the problem of how an underlying
grammatical system is acquired. The realization that the speech produced by chil-
dren vastly under-represents what they might know led to a shift in interest on
how implicit knowledge of language develops, an undertaking sustained by the
increased sophistication of theories of grammar.

Cairns then provides a brief history of how psycholinguistics developed into
a ripe area of inquiry exploring the mechanisms employed in the production and
perception of language in adults. As for children, Cairns notes that the preoccu-
pation with competence in language acquisition research, along with a concern
to control “performance factors” (such as effects of memory or task demands),
resulted in a paucity of studies of children’s performance.

But, as this volume represents, and Cairns discusses at length in her chapter,
new questions are emerging that directly address the nature of children’s language
processing. Cairns reviews a range of studies — some discussed elsewhere in this
volume, some presented at the Workshop, and others sampled from the litera-
ture — that are addressing questions about whether children construct representa-
tions that resemble those constructed by adults, about how children revise initial
parses, about how children’s memory spans limit their performance, about how
cross-linguistic research is identifying universal tendencies in child language pro-
cessing, and about how some of these techniques can be employed for the early
detection of language disorders.

To conclude her chapter, Cairns offers some speculations about what the fu-
ture holds for research in child language development, echoing a number of the
other contributions to this volume when stressing the need for multiple and com-
plementary methodological approaches. Progress is called for in particular with
respect to the question of how children operate on input to create new grammars,
on how adult-like processing skills develop, and on the underlying neural orga-
nization. We hope that this volume will lead to innovation in these and related
questions.

We cannot understate the importance of the source for this volume, the Work-
shop on On-Line Methods in Children’s Language Processing held at the Gradu-
ate Center of the City University of New York, March 22-23, 2006. The abstract
proceedings for the papers and posters presented at the Workshop are presently
available at http://www.qc.cuny.edu/~efernand/childlang/. The first joint scien-
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tific gathering specifically dedicated to the emerging field of experimental de-
velopmental psycholinguistics, the Workshop gathered specialists in language
acquisition, psycholinguistics, neuroscience, and speech-language pathology.
Ostensibly, the objective was to provide a forum for discussing the advantages
and shortcomings of using on-line methods to study language processing in chil-
dren, ranging from behavioral methods to paradigms involving eyetracking, to
neurophysiological techniques. Beyond discussing methodology, the Workshop
initiated dialog between an international and interdisciplinary group of scholars,
who were afforded the opportunity to reflect on past landmarks of research in lan-
guage acquisition, summarize the current state of emerging research on language
processing in children, and engage in lively debates about future directions.

The current volume offers six papers loosely based on talks delivered at the
Workshop. We have asked the authors to concentrate on methodological mat-
ters, but they have gone beyond that directive and produced chapters that serve
as more than introductions to experimental paradigms, since they address some
of the complex theoretical debates as well as provide a solid overview of child
language development.

We are happy to take this opportunity to express our gratitude to those who
made the Workshop and this volume possible.

First, we thank the 120 presenters and attendees from the United States, Eu-
rope, Japan and Australia for their thought-provoking papers and posters.

Second, we thank the co-directors of the Annual CUNY Human Sentence
Processing Conference, Janet Dean Fodor and Diane C. Bradley, for enthusiasti-
cally supporting this project and sharing the CUNY Conference infrastructure
with us.

In organizing the Workshop and editing the volume, we were assisted by a
committee of committed reviewers that included Jennifer Arnold, Holly Branigan,
Patricia Brooks, Edward Gibson, Jeffrey Lidz, Eric Pakulak, Julie Sedivy, Valery
Shafer, Matthew Traxler, and Virginia Valian. We wish to thank them, along with
all the contributing authors, for sharing their expertise and keeping up with our
tight deadlines.

We would also like to express our gratitude to Lydia White, Co-Editor of the
Language Acquisition and Language Disorders series, Kees Vaes and the John
Benjamins Publishing Company, for encouragement and assistance at all stages
of production.

Finally, are deeply grateful to the National Science Foundation for its gener-
ous financial support of this Workshop through its Child Research Initiative grant
#0518438. (The opinions expressed in the Workshop are those of the organizers,
presenters and attendees and do not necessarily represent the views of the Na-
tional Science Foundation or any other governmental organization.)
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CHAPTER 1

Behavioral methods for investigating
morphological and syntactic processing
in children

Harald Clahsen

While most first language acquisition research to date has focused on the de-
velopment of children’s linguistic competence, a number of research teams have
also investigated the mechanisms children employ to process sentence-level and
word-level information in real time, by applying experimental techniques fa-
miliar from the adult processing literature to children. This chapter presents an
overview of different kinds of behavioral tasks for investigating both morpho-
logical and syntactic processing in children focusing on three techniques that
we have explored in our own research on children’s on-line language processing:
self-paced listening, cross-modal priming, and speeded production.

1. Introduction

In 1996, Cecile McKee presented an overview of the very small number of on-line
techniques suitable for studying syntactic processing in children that were avail-
able at the time. The purpose of this chapter is to provide an updated overview. My
focus will be on children’s grammatical processing and on different kinds of behav-
ioral tasks for investigating morphological and syntactic processing in children.
Language processing can be conceived of as a sequence of operations, each
of which transforms a linguistic representation of a stimulus into a linguistic rep-
resentation of a different form. Research into language processing examines how
linguistic representations are constructed in real time during the comprehension
and production of language and how different sources of information become
available over time. To study the processes involved in production and compre-
hension as they occur, time-sensitive, so-called on-line, measures of language
processing are required. The advantages of using on-line experimental techniques
are that they allow us to tap into automatic unconscious processes involved in
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language comprehension and production and that they minimize participants’ re-
liance on explicit or metalinguistic knowledge. There are two basic types of time-
sensitive measures available to examine language processing: behavioral measures
(e.g., comprehension response times and production latencies) and physiological
measures (e.g., event-related brain potentials (ERPs) and eye movements). As the
latter will be presented in other chapters of this book (see Mannel & Friederici for
ERPs, and Trueswell for eye movement experiments), I will only be concerned
with behavioral measures of language processing here.

Before presenting an overview of behavioral experimental methods, it is nec-
essary to establish some criteria against which the various methods can be evalu-
ated. The first criterion concerns the time-sensitivity of a technique and asks at
which point in time during language processing a particular measure is taken.
Clearly, if a technique measures responses at the offset of a stimulus, e.g., at the
end of a sentence, it is not particularly revealing for understanding the moment-
by-moment characteristics of processes occurring during the processing of that
sentence. The second criterion is whether the stimuli are presented in a natural
way allowing participants to process them using normal listening or reading. As
we will see, this is particularly difficult to achieve for behavioral experimental
tasks. The third question we ask is whether the experimental task assigned to par-
ticipants is child-appropriate. Some techniques require a dual task, e.g., monitor-
ing for a visual target while listening to a sentence, which may be too challenging
for young children. The fourth criterion is whether a technique is linguistically
versatile, i.e., applicable to a range of different linguistic phenomena. Finally, we
will ask whether a technique is field-compatible. This refers to practical consid-
erations in running experiments with children. In some circumstances, for ex-
ample, it is impossible to bring children into the lab. In such cases, it would be
advantageous if a technique required minimal equipment so that children can be
tested at their schools or their homes.

In the remainder of this chapter, I will consider behavioral methods first for
studying on-line sentence comprehension and second for investigating language
production. My focus will be on the advantages and disadvantages of three tech-
niques that we have explored in our own research on children’s on-line language
processing: (i) the self-paced listening task to examine children’s comprehen-
sion of ambiguous sentences; (ii) the cross-modal picture priming task to study
children’s comprehension of syntactic dependencies, specifically wh-dependen-
cies, and (iii) the speeded production task to investigate processes involved in
children’s production of morphologically complex words.
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2.  Behavioral methods for studying grammatical comprehension

The adult psycholinguistic literature offers a range of behavioral methods for in-
vestigating on-line grammatical comprehension, but only a small number of tech-
niques have been used with children: word monitoring during sentence compre-
hension, probe recognition, speeded grammaticality judgment, self-paced reading
and listening, and cross-modal priming. What is common to these techniques is
that they can be used with children from about 4 or 5 years of age onwards to
study relatively complex syntactic phenomena. The study of language processing
in infants requires different techniques measuring, for example, preferential look-
ing and head-turning patterns (see Fernald, Zangl, Portillo, & Marchman this
volume). Here, I will first briefly present word monitoring, probe recognition,
and speeded grammaticality judgment, and then discuss in some more detail self-
paced reading, self-paced listening and cross-modal priming.

2.1 Word monitoring

Tyler and Marslen-Wilson (1981) were among the first to investigate on-line sen-
tence comprehension in children. They used a task in which participants monitor
linguistic stimuli, e.g., auditorily presented sentences as such as those in (1), for a
particular target word, e.g., the word hand. The participant’s response, usually ei-
ther a button press or a vocal response, indicates that the participant has noted the
occurrence of the target in the sentence. Word-monitoring times are measured
from the target’s occurrence in the sentence to the participant’s response.

(1) a. John had to go back home. He had fallen out of the swing and had hurt
his hand on the ground.

b. John had to sit on the shop. He had lived out of the kitchen and had
enjoyed his hand in the mud

c.  'The on sit top to had John. He lived had and kitchen the out his of had
enjoyed hand mud in the

Tyler and Marslen-Wilson (1981) applied this technique to 5-, 7-, and 10-year-
old children, and found that the children’s ability to detect a word target showed
the same pattern of degradation as it did in adults with the shortest monitoring
times for contextually appropriate sentences (1a), followed by contextually inap-
propriate sentences (1b), and semantically and syntactically anomalous sentences
(Lc). This finding was taken to indicate that children and adults analyze sentences
in essentially the same way, i.e., children like adults use context information to
construct interpretative representations on-line which in turn facilitates the rec-
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ognition process of the target words. In the category monitoring task, however, in
which children had to monitor the sentences for a member of a particular seman-
tic category (e.g., ‘Monitor for body parts’), the 5-year-olds differed from the old-
er children in that the facilitating effect of contextually appropriate sentences (1a)
was smaller than for the 7- and 10-year-olds. Tyler and Marslen-Wilson (1981)
attributed this finding to the additional processing cost associated with semantic-
attribute matching — possibly in conjunction with a more general problem with
utilizing certain types of pragmatic cues during sentence comprehension.

Tyler and Marslen-Wilson’s (1981) word-monitoring task allows the research-
er to examine the role of different kinds of contextual information for word recog-
nition. The task provides a time-sensitive measure of word recognition in context
and allows listeners to process the auditorily presented sentences in a normal way.
However, as McKee (1996) pointed out, a disadvantage of this technique is that
only a limited range of relations between target words and their host material
can be studied with this technique. It is, for example, hard to see how coreference
relations and other kinds of syntactic dependencies could be examined with this
technique.

2.2 Probe recognition

In the probe recognition task, participants hear or read a sentence. At some point,
the presentation of the sentence is stopped and participants are asked to decide
whether a visually or auditorily presented target word (‘probe’) had occurred in
the preceding linguistic material. Response times are measured from the onset
of the probe item to the beginning of the participant’s vocal response or button
press. Several researchers have used this task to examine different kinds of syntac-
tic dependencies in adult sentence comprehension (Bever & McElree 1988; McEI-
ree & Bever 1989; MacDonald 1989; Bever & Sanz 1997). Consider, for example,
sentences such as those in (2) from McElree and Bever (1989):

(2) a. The dazed cabbie who drove the beat-up taxi was resented (P1)
constantly (P2).
DAZED

b. The dazed cabbie who drove the beat-up taxi was resentful (P1)
constantly (P2).
DAZED

P1 and P2 indicate the points at which the probe items appeared. McElree and
Bever did not find any difference between (2a) and (2b) at P1, but at the end of
the sentence (P2), response times were significantly shorter for (2a) than (2b).
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Probe recognition times are known to yield faster response times for target words
that were recently perceived than for those that are further away from the end of
the sentence. Given the assumption that passive sentences such as (2a) contain
a syntactic gap of the dislocated object, the shorter probe recognition times to
DAZED in (2a) have been interpreted as a recency effect, due to the reactivation
of the dislocated phrase the dazed cabbie after resented.

Mazuka (1998) applied this technique to groups of English and Japanese-
speaking children as young as 4. Children had to listen to sentences involving
main and subordinate clauses and were probed on auditory word targets from
these sentences. Her results indicate differences in the way main and subordi-
nate clauses are processed in the two languages. Specifically, the English-speak-
ing children showed an advantage for subordinate clauses (as revealed by shorter
response times in a lexical probe recognition task), whereas the Japanese children
had shorter RTs for main clauses.

From a methodological perspective, one crucial disadvantage of the probe-
recognition task is that it appears to be less time-sensitive than other on-line tech-
niques and that the task is sensitive to a variety of strategic processes (Gordon,
Hendrick, & Foster 2000). In many studies, probe-recognition times are measured
at the end of the sentence. These data do not tap on-line syntactic processing as
it occurs but are more likely to pick up sentence-final wrap-up processes, which
may involve semantic rather than syntactic representations. A disadvantage of
studies that measured probe-recognition times at within-sentence test points is
that the stimulus sentences have to be interrupted, which makes the task rather
unnatural.

2.3 Speeded grammaticality judgment

In this task, participants are asked to judge the grammaticality or ungrammatical-
ity of linguistic stimuli as quickly as possible. Timed or speeded grammaticality
judgment tasks have been widely used to examine adults” sensitivity to various
types of grammatical and semantic information, or relative processing difficulty.
The general assumption is that relative processing difficulty should be reflected
in slower response times, lower response accuracy, or both (McElree & Griffith
1995, 1998). A variant of this task, the violation detection paradigm, has also
been applied to children (Wulfeck 1993; Kail & Diakogiorgi 1998; Kail 2004).
Consider, for example, Kail’s (2004) study in which three age groups of French
children (mean age: 6;8, 8;6 and 10;10 years) and a group of adults were asked to
detect agreement violations in sentences such as (3a) and word order violations
in sentences such as (3b):
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(3) a. Chaque semaine la voisine *remplissent le frigo
Every week the neighbor([sg.] fill [pl.] the fridge
apres avoir fait les courses au marché.

after having done the shopping at the market

b. Chaque semaine *remplit la voisine le frigo
every week fill [sg] the neighbor the fridge
apres avoir fait les courses au marché.
after having done the shopping at the market

The stimulus sentences were presented auditorily with normal intonation. Par-
ticipants were asked to decide whether a sentence had ‘good grammar’ and were
specifically instructed to press a button as soon as they discovered an ungram-
maticality. While response times to the grammatical sentences were not analyzed,
the response latencies for the ungrammatical sentences were measured from the
offset of the word (e.g., *remplissent in (3a)) that made a sentence ungrammatical.
Kail (2004) found that both children and adults were faster in detecting agree-
ment violations than word order violations suggesting differences in sensitivity to
different types of ungrammaticality.

From a methodological perspective, it is noteworthy that children’s response
times in this task were substantially longer than those of adults. This was the case
not only for the 8-to-9-year-olds, who had an overall response time of 2017 ms,
but also for the 6-to-8-year-olds who had a mean overall response time of 2573 ms,
more than three times of the adult group. These extremely long response times
suggest that this task is particularly difficult for children and, more importantly,
that the data are unlikely to tap automatic processes involved in children’s lan-
guage processing. Moreover, grammaticality judgment tasks have been subject
to much criticism as the degree to which such judgments reflect implicit gram-
matical competence is unclear (Schiitze 1996). It is also not obvious how young
children interpret the instruction to decide between sentences that have good vs.
bad grammar.

2.4 Self-paced reading and self-paced listening

In this task, sentences are presented segment-by-segment or word-by-word ei-
ther visually or auditorily. Participants trigger the presentation of subsequent
segments by pressing a pacing button. In self-paced reading, prior segments or
words may either stay on the screen or disappear upon pressing the pacing but-
ton. Times between button presses are recorded and provide a step-by-step record
of the parse as it unfolds. The basic rationale underlying this task is that increased
reading or listening times to a particular segment (relative to the same segment in
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a control condition) indicate relatively higher processing difficulty at this point in
the sentence (Just, Carpenter, & Wooley 1982; Mitchell 2004).

The self-paced reading task has been widely used in adult sentence processing
research to investigate a range of phenomena, e.g., the on-line interpretation of
temporarily ambiguous sentences (see, e.g., Gibson, Pearlmutter, Canseco-Gon-
zalez, & Hickock 1996) and different kinds of syntactic dependencies (e.g., Clif-
ton & Frazier 1989), the processing of multi-clausal structures (Gibson & Warren
2004), etc. Results from these studies have shown that adults are guided by differ-
ent types of information during parsing including phrase-structure information,
lexical-semantic information, and contextual information (Mitchell 2004).

There are a few studies that used self-paced reading or listening to examine
on-line sentence processing in children. Traxler (2002) studied subject-object
ambiguities in English-speaking 8-12-year-olds using the self-paced reading task.
The materials included (i) sentences such as (4a) which are known to produce a
clear garden-path effect in adults (because the girl is initially interpreted as the
direct object of tripped, an analysis that has to be revised later in the clause), (ii)
sentences such as (4b) in which the postverbal NP is a semantically implausi-
ble object of the verb, and (iii) sentences such as (4c) that contained intransitive
verbs. The control conditions for all cases were corresponding sentences in which
the embedded verb and the postverbal NP were separated by a comma, thereby
precluding the subject-object ambiguity.

(4) a. When Sue tripped the girl fell over and the vase was broken.
b. When Sue tripped the table fell over and the vase was broken.
c.  When Sue fell the policeman stopped and helped her up.

The children’s reading times were found to be shorter in the ambiguous region
(shown in italics) and longer in the disambiguating region (underlined) relative
to the control condition with commas. Like adults (Traxler 2005), 8- to 12-year-
old children tended to misanalyze the postverbal NP in all three conditions as a
direct object indicating that children (and adults) prefer the structurally simpler
analysis irrespective of semantic plausibility. The effect, however, was less strong
in the intransitive condition, suggesting that subcategorization information was
at least partially utilized.

Sentence processing in pre-literate children can be studied using the self-
paced listening technique, in which participants listen to sentences by pressing
a pacing button to receive successive words or phrasal segments. This technique
has been used successfully with adults (Ferreira, Henderson, Anes, Weeks, & Mc-
Farlane 1996; Ferreira, Anes, & Horine 1996; among others) and has been shown
to be sensitive to the same effects that have been observed in corresponding tasks
using visual stimuli. Booth, MacWhinney and Harasaki (2000) investigated 8- to
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12-year-old children’s on-line comprehension of relative clauses using both self-
paced reading and self-paced listening tasks. Their materials included different
kinds of relative clause structures:

(5) a. The monkey that followed the frog left the tree in a hurry.
b. The deer that the tiger watched entered the field from the side.

In (5a), both the antecedent NP and the relativized NP fulfill the grammatical
function of subject whereas (5b) contains an object relative. The results revealed a
slow-down in both reading and listening times at the relative clause - main clause
transition for object relatives (e.g., (5b)) compared to subject relatives (5a) indicat-
ing increased processing difficulty for the former. Booth et al’s findings confirm
that self-paced listening and reading yield similar experimental effects, not only
in adults, but also in children. Felser, Marinis and Clahsen (2003) and Kidd and
Bavin (2007) used the self-paced listening task to investigate how children process
ambiguous sentences. Here we will consider the Felser et al. study as an example.

2.4.1 Investigating relative clause attachment with self-paced listening

Felser et al. (2003) investigated relative-clause attachment preferences in 6-to-7-
year-old children in sentences such as The doctor recognized the nurse of (with) the
pupil who was feeling very tired. In such sentences, the relative clause can either
be interpreted to modify the second noun phrase (NP2 disambiguation) imply-
ing that the pupil was feeling very tired, the option typically preferred by native
speakers of English, or the first one (NP1 disambiguation) implying that the nurse
was feeling very tired. Previous research on adult native speakers has shown that
disambiguation preferences are affected by the type of preposition joining the two
potential antecedent noun phrases. NP2 disambiguation is preferred cross-lin-
guistically if the two possible antecedent NPs are joined by a thematic preposition
such as with (Gilboy, Sopena, Clifton, & Frazier 1995; De Vincenzi & Job 1993;
Traxler, Pickering, & Clifton 1998). For antecedent NPs joined by the case-assign-
ing preposition of or its translation equivalents, on the other hand, attachment
preferences have been found to vary across languages (Carreiras & Clifton 1993,
1999; Cuetos, Mitchell, & Corley 1996; Fernandez 2003). One explanation for the
robust NP2 preference for NPs linked by semantically contentful prepositions is
that prepositions such as with create a local thematic domain of their own, and
that the parser prefers to associate ambiguous modifiers with material inside local
thematic domains (Frazier & Clifton 1996). In the absence of such lexical biases,
attachment preferences are determined by other factors including phrase-struc-
ture based locality principles such as ‘Predicate Proximity” or ‘Recency’ (Gibson
et al. 1996). According to former, ambiguous modifiers are attached as close as
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possible to the main predicate, yielding NP1 attachment, whereas according to
the latter, ambiguous modifiers are attached to the most recently processed con-
stituent, yielding NP2 attachment.

Felser et al. (2003) tested 6- to 7-year-old children and adult controls in a self-
paced listening task. The experiment had a 2x2 design with the factors ‘Preposition’
and ‘Attachment’ yielding four conditions as illustrated in (6). All experimental
and filler sentences were split up into five segments as shown in (7). Disambigu-
ation using grammatical number always occurred on the fourth segment, i.e., on
the auxiliary. To ensure that the experimental sentences sounded equally natural in
both the of and the with conditions, the relative ordering of NP1 and NP2 was re-
versed in the with conditions. Additional off-line and on-line control experiments
revealed that NP order by itself did not influence attachment decisions.

(6) The doctor recognized...

Of-NP1:  ...the nurse of the pupils who was feeling very tired.
Of-NP2:  ...the nurse of the pupils who were feeling very tired.
With-NP1: ...the pupils with the nurse who were feeling very tired.
With-NP2: ...the pupils with the nurse who was feeling very tired.

IS

(7) The doctor recognized / the nurse of the pupils / who / was / feeling very
tired.

After listening to each segment, the participants were asked to press a button on a
dual push-button box as quickly as possible in order to receive the next segment.
The end of each sentence was indicated by a tone. To ensure that the participants
paid attention to the task, all experimental sentences and half of the fillers were
followed by a comprehension question, which was also presented auditorily.

Table 1 provides an overview of the different participant groups’ mean reac-
tion times to the disambiguating auxiliary.

Only the adult group showed a significant interaction between Preposition
and Attachment, indicating that their attachment preferences were influenced by
the type of preposition involved. The children differed from the adult controls
in that their disambiguation preferences were not affected by the type of prepo-

Table 1. Mean reaction times (in ms) for segment 4 (adapted from Felser et al. 2003).

Adults High-Span Low-Span

Children Children
of-NP1 610 863 874
of-NP2 665 964 807
with-NP1 667 749 916

with-NP2 609 807 836
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sition (of vs. with) at all. Instead, the children’s on-line attachment preferences
were found to interact with their working memory span. While the high-span
children showed a preference for NP1 attachment irrespective of the preposition
involved, the low-span children showed an overall preference for NP2 disambigu-
ation. These results are in contrast to the findings from a recent reading study with
adults (Swets, Desmet, Hambrick, & Ferreira 2007) in which high-span adults
were found to favour local (NP2) attachment of RCs, whereas low-span adults
favoured non-local (NP1) attachment. It is not clear whether these discrepancies
are due to the different modalities (reading vs. listening) tested or due to differ-
ences between children and adults. In any case, Felser et al. argued that during
listening, the children applied one of two different phrase-structure based locality
principles, depending on their working-memory span. Whereas high-span chil-
dren follow a ‘Predicate Proximity’ strategy, low-span children tend to associate
the relative clause with the most recently processed NP. Thus, similarly to what
Traxler (2002) found, children seem to apply the same kind of phrase-structure
based parsing heuristics as adults but are more limited in their ability to exploit
lexical-semantic information during on-line ambiguity resolution.

2.4.2 Methodological issues

The design of materials for self-paced listening experiments requires particular
attention to the prosodic properties of the stimuli and potential intonational cues.
One way of addressing this concern is by splicing in the relevant segments from
other sentences in order to neutralize as much as possible any intonation biases
and to ensure the critical items are acoustically identical in all sentences. For the
materials used by Felser et al. (2003), for example, the initial NP of each NP com-
plex was replaced by the same NP taken from another sentence read separately.
Additionally, the words who, was, and were were spliced out and replaced by the
same words read separately; see Felser et al. (2003: 151ff.) for further discussion of
the role of prosody in self-paced listening. Moreover, various pretests are required
to control for different factors potentially affecting the results of the main experi-
ment, a vocabulary test to assess whether the children know the vocabulary items
that are used in the main experiment, an auditory off-line questionnaire and/or
a grammaticality judgment task to ensure that the children are able to compre-
hend the kinds of sentences used in the main experiment, and, given the effects of
working memory seen in this kind of task, a listening-span test to assess children’s
working memory.

In sum, self-paced reading and listening are useful techniques to examine
children’s on-line sentence processing. The technique provides a time-sensitive
measure, i.e., a segment-by-segment or word-by-word record of sentence pro-
cessing time. The advantages of self-paced reading and listening are that this tech-
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nique can be applied to a wide range of linguistic phenomena and that it requires
minimal technical equipment (essentially a PC or Laptop and a push-button box),
which makes it suitable for use outside the experimental laboratory. For the Felser
etal. (2003) study, for example, it was not possible to bring children into the labo-
ratory (as the university was unwilling to cover the required insurance). We there-
fore had to run the experiments at the children’s schools, which could easily be
done for a self-paced listening experiment. The task assigned to participants is not
particularly demanding, even though we saw some effects of working memory in
the children, which might reflect task demands that differ between children and
adults. A potential disadvantage of self-paced reading and listening is the seg-
ment-by-segment or word-by-word stimulus presentation, which yields relatively
slow response times in comparison to, for example, eye movement or ERP ex-
periments and does not allow participants to read or listen to the sentences in the
usual way, even though new technologies such as instant messaging, online chats,
e-books, podcasts and webcasts make both self-paced reading and self-paced lis-
tening more commonplace.

2.5 Cross-modal priming

In this task, participants are required to name or, more commonly, make a lexical
decision to visual targets while listening to stimulus words or sentences spoken
at normal speed. The rationale is that the processing of visual targets is facilitated
if they are presented immediately after the auditory presentation of an identical
or semantically related word, or ‘prime. In sentence-processing research, both on
adults and children, cross-modal priming has been used to examine the process-
ing of sentence-internal referential dependencies, e.g., binding principles (Nicol
& Swinney 1989; McKee, Nicol, & McDaniel 1993), and of filler-gap dependen-
cies such as those in sentences involving wh-movement (e.g., Love & Swinney
1996, 2007; Hestvik, Schwartz, Tornyova, & Datta 2005; Roberts, Marinis, Felser,
& Clahsen 2007) and object scrambling (e.g., Clahsen & Featherston 1999; Na-
kano, Felser, & Clahsen 2002).

With respect to binding principles, it has been found that in sentences such
as (8) both adults (Nicol & Swinney 1989) and preschool children (McKee et al.
1993) responded faster to visual targets such as LEOPARD in the reflexive than in
the non-reflexive condition.

(8) 'The alligator knows that the leopard with green eyes is patting
himself/him on the head with a pillow.
T
[LEOPARD]
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This contrast suggests that a binding principle (according to which a reflexive
pronoun must be bound by a local antecedent within the same clause) affects on-
line sentence processing in that coreference between the reflexive and its anteced-
ent is immediately established; see McKee (1996: 195ft.) for a detailed description
of the child version of this experiment.

Several studies using cross-modal priming have examined the processing of
filler-gap dependencies in adults. Love and Swinney (1996) studied English sen-
tences containing object-relative clauses, such as Jimmy used the new pen that his
mother-in-law recently purchased, in which the object (the new pen) is dislocated
from the subcategorizing verb (purchased). Love and Swinney (1996) found that
lexical decision times on targets appearing at the offset of purchased, where the
gap is, were significantly shorter for targets that were semantically related to the
object of the embedded verb than for unrelated ones, whereas at a control posi-
tion preceding the verb purchased, there was no such difference. These findings
indicate that the parser recovers or reactivates the grammatical and semantic fea-
tures of the dislocated constituent (the new pen) at a potential gap site yielding
a semantic priming effect at the gap position but not at the control position. An
alternative interpretation of these findings is the so-called direct association ac-
count according to which a displaced argument will be linked to its subcatego-
rizing verb once this is encountered (Pickering 1993; Traxler & Pickering 1996)
yielding antecedent reactivation on or immediately after the main lexical verb
(purchased in the example above).

Antecedent priming in (4- to 6-year-old) children has been studied by Love
and Swinney (2007), Hestvik et al. (2005) and Roberts et al. (2007). Love and
Swinney and Roberts et al. adopted the cross-modal picture priming task from
McKee et al. (1993) and Hestvik et al. (2005) used an alternative picture-naming
version. Let us consider the Roberts et al. study more closely.

2.5.1 Investigating antecedent reactivation in children’s sentence processing
Roberts et al. (2007) examined indirect object-relative clauses such as (9) in
groups of 5- to 7-year-old children and adults. These kinds of sentences made it
possible (unlike the direct object relative clauses used by Love & Swinney 2007)
to test potential antecedent priming effects at gap sites that are not adjacent to the
subcategorizing verb:

(9) John saw [the peacock], to which the small penguin gave the nice birthday
present ¢, in the garden last weekend.

For each experimental sentence, there were two visual targets, a ‘related target,
i.e., a picture of the indirect object noun (e.g., a picture of a peacock for (9)), and
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an ‘unrelated target’ (e.g., a picture of a carrot for (9)). Visual targets were shown
at two positions, (i) at the gap position, i.e., at the offset of the final word of the di-
rect object NP, e.g., after present in (9), and (ii) at a control position 500 ms earlier.
Each experimental sentence was presented identically to four groups of subjects: the
first one saw the related target at the gap position, the second group at the control
position; the third group saw the unrelated target at the gap position, and the fourth
group at the control position. During the presentation of the sentences, pictures
appeared on the computer screen, and the participants were required to decide
whether the animal/object in the picture was alive or not alive, by pushing buttons
on a push-button box. Response times were measured from the point at which
the picture appeared on the screen to the participant’s pressing of the response
button. To ensure that the participants paid attention to the task, they were also
asked to respond to (yes-no) comprehension questions randomly interspersed
throughout the experiment asking for one of the main characters.

The results from this study showed that the children’s reaction times were
slower overall than the adults’ and that children’s and adults’ processing of filler-
gap dependencies was affected by working memory differences. For children and
adults with a high working memory span, a Position x Target Type interaction
was found indicating antecedent reactivation at the gap position in these par-
ticipants. All high-span participants responded more quickly to identical than to
unrelated picture targets at the gap position, and lexical decision times for ‘iden-
tical’ were shorter at the gap position than at the earlier control position; these
contrasts are illustrated in Table 2.

Low-span children and adults, on the other hand, did not show any ante-
cedent reactivation at the gap position. Interestingly, this did not compromise
their ability to understand the experimental sentences, since they answered the
comprehension questions that were asked after the auditory stimuli as accurately
as the high-span participants. In any case, the finding that working memory is a
relevant variable for discovering antecedent reactivation effects is consistent with
the results of earlier studies showing that the processing of complex sentences in

Table 2. High-span children and adults’ mean reaction times (in ms) to picture targets
(adapted from Roberts et al. 2007).

High-Span Children (N = 19) High-Span Adults (N = 22)
Control Position Trace Position Control Position Trace Position
Identical 1245 1158 694 678
Targets
Unrelated 1158 1211 692 709

Targets
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general, and of filler-gap constructions in particular, incurs a working memory
cost in adults (Gibson & Warren 2004; King & Kutas 1995; Miyamoto & Taka-
hashi 2001; Nakano et al. 2002) and that for children, memory capacity may be a
predictor of effective language processing (e.g., Booth et al. 1999, 2000; Gather-
cole & Baddeley 1989). One consequence of this is that studies of sentence pro-
cessing in children (particularly of complex sentences) should be accompanied by
a working memory test (along with other pretests).

2.5.2 Methodological issues

Cross-modal priming studies and the conclusions drawn from these studies have
been subject to methodological criticism in the past. Specifically, McKoon, Rat-
cliff and Allbritton (1996) and McKoon and Ratcliff (1994) present experiments
suggesting that apparent antecedent reactivation effects may be artifacts of the
particular method used for selecting control words. That is, the reason why se-
mantically related (as opposed to unrelated) targets often trigger shorter reac-
tion times may simply be that they fit better into the current sentential context,
and hence can be integrated more easily than poorly-fitting control words. Note,
however, that the evidence for a ‘goodness-of-fit” effect presented by McKoon and
Ratcliff (1994) comes from a different task, unimodal instead of cross-modal pre-
sentation, and that even though McKoon et al. (1996) used cross-modal priming,
the presentation rate of the spoken sentences was extremely slow, 390 ms per
word. Nicol, Swinney, Love and Hald (2006) replicated the goodness-of-fit effects
for a unimodal presentation paradigm as well as for a slowed speed cross-modal
task, but not for the commonly used cross-modal priming task that uses continu-
ous sentence presentation. Nicol et al. (2006) therefore concluded that ‘goodness
of fit' does not influence lexical decision times in the cross-modal priming task
and that this technique is indeed sensitive to on-line syntactic parsing rather than
to artificial integration processes.

Another methodological issue concerns the way the visual targets are related
to the primes in the auditory stimulus material. In most studies using cross-modal
priming, the experimental target words are usually strong semantic associates of the
antecedent, whereas the control targets are semantically unrelated to the antecedent.
One problem with this is that on top of antecedent reactivation, an additional pro-
cessing step is required to establish a semantic association between the syntactic
gap and the target word (see Clahsen & Featherston 1999). An alternative is to use
identical repetitions as visual targets, i.e., the same word as the dislocated ante-
cedent, e.g., peacock in (9). Given that the ‘gap’ can be conceived of as containing
a silent copy of the displaced constituent, using identical targets is the most direct
way of testing whether or not such a copy forms part of the mental representation
of the sentence during on-line processing. The main disadvantage of using the ac-
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tual antecedent is that participants might realize that targets were preceding words
and start to anticipate this, which would change the nature of the task, making it
a conscious recall task rather than an unconscious measure of on-line processing.
This can be avoided, however, by using a larger proportion of unrelated targets than
usual. In studies that use identity targets, the proportion of sentences with identi-
cal targets to those with unrelated targets is about one in twenty, making conscious
detection of repeated words an unlikely possibility. Moreover, any amount of prim-
ing due to the formal or semantic identity of the antecedent and the target can be
factored out by comparing priming effects at the gap position with those on the
same target word at control positions.

Detailed methodological advice for constructing a cross-modal priming ex-
periment is given in McKee (1996). In addition to the points mentioned there, a
number of pretests are required for the construction of appropriate materials and
to rule out potentially confounding factors. For a picture-priming experiment,
a picture-classification task is necessary to ensure that the children are able to
correctly classify the target pictures as ‘alive’ or ‘not alive. Moreover, if complex
sentences such as those in (9) are to be examined in the main experiment, the
children’s ability to comprehend these kinds of sentences needs to be pre-tested
along with their working memory span.

Cross-modal priming offers some advantages over other behavioral methods
for studying on-line sentence processing in children. It allows for the stimulus
materials to be presented uninterrupted and at a normal speech rate, thus render-
ing it more natural than, for example, self-paced reading or listening. The use of
picture targets instead of written words makes the technique suitable for young
children who cannot yet read or write. Moreover, the possibility of presenting
visual targets at different positions during the auditory stimulus allows for the
discovery of potential priming effects occurring on-line at specific positions in
the sentence. Another advantage is that participants’ attention is directed towards
the decision task on the visual targets and away from the sentence stimuli that
the researcher is interested in, thereby reducing the possibility of participants’
responses being influenced by conscious processes.

One disadvantage of this technique is that, unlike ERPs or eye movement
measures, cross-modal priming does not provide a continuous record of sentence
processing, but instead more of a snapshot view of the state of the language pro-
cessor at particular positions in the sentence, namely at the specific test points at
which visual targets are presented. Another disadvantage of cross-modal priming
is the complexity of the task, attention to the auditory sentence while performing
a decision task on a picture target. These dual-task demands might have been the
reason why Roberts et al. (2007) failed to detect antecedent reactivation in adults
and children with low working memory. As an alternative, Hestvik et al. (2005)
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have proposed a supposedly more child-friendly picture-naming version of the
task in which pictures shown during listening to the sentences have to be named.
Hestvik et al. found antecedent reactivation effects in 8- to 11-year-old children,
not only for those with high but also for those with low working memory. Note,
however, that their materials were simpler than those of Roberts et al. (2007),
involving direct (rather than indirect) object gaps. Thus, Hestvik et al’s findings
replicate for older children what Love and Swinney (2007) have already found for
4-to-6-year-olds using the alive/non-alive decision task, but they do not necessar-
ily show that the picture-naming version of the task is to be preferred.

3.  Behavioral methods for studying language production

While the adult psycholinguistic literature offers a range of different behavioral
methods for investigating language comprehension, there are only a few experi-
mental paradigms available that tap processes during language production, e.g.,
implicit priming (Roelofs 2002, among others), the picture-word interference
paradigm (e.g., Schriefers, Meyer, & Levelt 1990), syntactic priming (e.g., Picker-
ing & Branigan 1998), and speeded production (e.g., Prasada, Pinker, & Snyder
1990). Of these the latter two have been adapted to the study of children’s lan-
guage production. In the following, I will first briefly explain syntactic priming
and then in some more detail the speeded production task.

3.1 Syntactic priming

When people produce sentences they are likely to maintain aspects of syntactic
structure from one sentence to the next, a phenomenon that is called syntactic
priming. The conditions under which syntactic priming occurs are thought to
reveal aspects of grammatical encoding during production. In syntactic prim-
ing studies (see, e.g., Bock, Loebell, & Morey 1992; Pickering & Branigan 1998),
subjects provide continuations for partial sentences of both prime fragments and
target sentences. Prime fragments are such that the most likely completion is of a
particular form; for example, for fragments such as (10a) and (10c) a completion
with a prepositional object is highly likely. By contrast, the target fragments (10b)
and (10d) end after the verb so that subjects have a choice between a prepositional
and a double-object construction for their continuation.

(10) Priming of prepositional object construction
a. 'The rock star sold some cocaine ... — ... to an undercover agent
b. The girl handed ... — ... the paintbrush to the man
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c. Marybaked a cake ... — ... for her boss
d. Thegirl handed ... — ... the paintbrush to the man

Priming of double-object construction
e. 'The rock star sold an undercover agent ... —... some cocaine
f.  Thegirl handed ... — ... the man the paintbrush

Examining three-place predicates such as those in (10b), (10d), and (10f) as tar-
gets, Pickering and Branigan (1998) found priming effects caused by preposition-
al object constructions (10a) and (10c), and double-object constructions (10e)
in adults. Thus, the completion of (10a) primed participants to complete (10b)
using a prepositional rather than a double-object construction and vice versa
for a prime such as (10e). Interestingly, it was found that while a prepositional
phrase with for (10c) primed the prepositional object construction (with fo) for
give (10d), the same lexical item (f0) in a different syntactic function (e.g., in Mary
brought a book to study), does not prime the prepositional object construction for
give. This finding suggests that production priming effects are abstract and syn-
tactic in nature rather than purely based on lexical information. Syntactic prim-
ing in these cases has been explained in terms of phrase-structure rules. Thus, the
construction of a prime sentence such as (10a) involves a rule that expands a VP
into V+NP+PP. Once employed for the construction of the prime sentence, the
rule may retain some residual activity when the target fragment is completed thus
making an NP+PP completion more likely than an NP+NP completion.
Production priming has also been used with children, with modifications in
the design. For example, Savage, Lieven, Theakston and Tomasello (2003) pre-
sented 4-to-6-year-old children with prime sentences spoken by the experimenter
along with a prime picture. The child was then asked to repeat the prime sen-
tence, e.g., an active or a passive sentence. Then, the child was presented with
the target picture and asked ‘What’s happening here?’ to examine whether the
child was prompted to produce an active or a passive sentence depending on the
prime sentence presented before. Savage et al. (2003, 2006) obtained priming ef-
fects for 6-year-olds, whereas for 4-year-olds priming effects only occurred in
cases of high lexical overlap between primes and targets, i.e., when the prime
sentence contained the same lexical verb as required for the target picture. Savage
et al. took this to mean that 4-year-olds’ representations of actives and passives are
lexically-specific rather than abstract or syntactic in nature. On the other hand,
Huttenlocher, Vasilyeva and Shimpi (2004) found a structural priming effect for
4-year-olds even when the prime and the target sentences did not share lexical
content words. Here, I will not further discuss these conflicting results. It should
be noted, however, that Savage et al’s claims about the lack of abstract syntactic
knowledge in children are only based on production measures, which may under-
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estimate a child’s linguistic knowledge. Their view that 4-year-olds lack abstract
syntactic knowledge would be more convincing if they had converging evidence
from other sources, e.g., from comprehension measures.

For our present concerns, it is important to note that the syntactic priming
technique as it stands is not time-sensitive as it does not provide any measure
of the time-course of grammatical encoding. We may ask, for example, whether
priming effects in this task unfold predictively and how this precisely happens
over time; see Snedeker and Thothathiri (this volume) for ways of incorporating
time-sensitive measures into the syntactic priming task.

3.2 Speeded production

The measurement of production latencies offers a way to examine automatic pro-
cesses involved in children’s spoken productions. In a speeded-production task,
participants are asked to produce as quickly and accurately as possible a particu-
lar word form, e.g., an inflected form (walked) for an auditorily presented verb
stem (walk). Accuracy rates and production latencies are measured, the latter of
which provide the crucial on-line measure.

Several research teams have used this technique to examine potential pro-
cessing differences between regular and irregular inflection in adults (Prasada
et al. 1990; Ullman 1993; Beck 1997; Lalleman, van Santen, & van Heuven 1997;
Buck-Gengler, Menn, & Healy 2004). The purpose of these studies was to deter-
mine to what extent the real-time production of an inflected word relies on lexical
look-up, i.e., upon retrieval of whole word forms stored in memory, and to what
extent it depends on computational processes of, for example, combining stems
or roots with affixes (walk+-ed). The rationale is that if an inflected word form is
stored as a whole, then retrieval should be faster for high-frequency than for low-
frequency ones, and this contrast should be measurable in production latencies.
This is a sensible assumption, since lexical retrieval and storage are known to be
affected by a word’s frequency. On the other hand, if regularly inflected forms
are computed from their morphological constituents during production (rather
than retrieved as whole word forms from memory), then the word frequency of a
regularly inflected form (e.g., the frequency of walked) should not affect produc-
tion latencies. Hence, of two regularly inflected forms that have the same stem
frequency but differ with respect to their past-tense frequency (e.g., jump and boil
which both have a stem frequency of 26 per million and past-tense frequencies
of 32 for jumped and 1 for boiled, see Prasada et al. 1990), producing the one with
the lower past-tense frequency should not take longer than the production of the
high-frequency word form.
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This paradigm has produced reasonably clear and replicable effects for adults.
All the studies mentioned above found a frequency advantage for irregulars, i.e.,
shorter response times for high-frequency than for low-frequency irregulars, and
no corresponding advantage for high-frequency forms amongst regulars (see
Pinker 1999: 129ff. for review). Let us consider more closely a study (Clahsen,
Hadler, & Weyerts 2004) in which the speeded production task was used to ex-
amine morphological processing in children.

3.2.1 Investigating the production of inflected words
Clahsen et al. (2004) examined regular and irregular participle forms of German
with high and low frequencies in two age groups of children (5- to 7-year-olds,
and 11- to 12-year-olds) and in a group of adult native speakers. Participle forma-
tion in German involves two suffixes - and -n. All regular verbs are suffixed with
-t (parallel to -ed in English), e.g., kaufen-gekauft ‘buy-bought’; all irregular verbs
have the ending (-e)n (laden-geladen ‘load-loaded’), akin to what we still see in
English for a small number of verbs such as write-written or take-taken. In addi-
tion, many German participles of both regular and irregular verbs have a prefix
(ge-). Prefixation, however, is prosodically determined: ge- only occurs when the
verbal stem is stressed on the first syllable. Since German verbal stems are often
stressed on the first syllable, the (unstressed) ge- prefix is highly frequent.

In our experiment, participants listened to stem forms of verbs presented in
a sentential context, and were asked to produce corresponding participle forms
as quickly and accurately as possible. To make the experiment more appealing
to children, pictures were presented along with spoken sentence fragments such
as those in (11). The first picture for each fragment depicted the subject of the
sentence (e.g., der Frosch ‘the frog’) and appeared in the upper left-hand corner
of the screen at the same time at which the subject NP was heard. Then, partici-
pants listened to an auxiliary (e.g., hat ‘has’) followed by the object NP (e.g., die
Fliege ‘the fly’), at which time the corresponding picture appeared in the bottom
right-hand corner of the screen. Then, a new screen was presented with a cartoon
figure that moved its lips while producing a verb stem with rising intonation so as
to indicate that it was not sure what the correct word form might be. Participants
were told that the cartoon figure does not know German very well and that the
participants’ task was to help out and to provide the correct form as quickly and
as accurately as possible.

(11) a. Der Frosch hat die Fliege ... fress?
“The frog has the fly ... eat?’

b. Der Mann hat die Treppe ... wisch?
“The man has the stairs ...  mop?’
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Table 3. Mean production latencies (in ms.) for high and low-frequency (regular and
irregular) participle forms (adapted from Clahsen et al. 2004).

Adults 5- to 7-Year-Olds 11- to 12-Year-Olds

(N=35) (N =20) (N =20)
Irregular-High 947 1223 1078
Irregular-Low 1002 1283 1130
Regular-High 958 1257 1088
Regular-Low 947 1188 1049

The results from this study, presented in Table 3, can be summarized in three
points. Firstly, while adults produced hardly any morphological errors in par-
ticiple formation, children were found to overregularize the regular -t suffix to
verbs that require the irregular -n suffix, with higher error rates on low than on
high-frequency irregulars. By contrast, over-applications of the irregular suffix to
regular verbs were extremely rare (less than 1%). Secondly, the overall produc-
tion latencies were found to decrease with age, 5- to 7-year-olds having a mean
production latency of 1238 ms, 11- to 12-year-olds of 1086 ms, and adults of 963
ms. Thirdly, whereas all participant groups had shorter production latencies for
high-frequency irregulars than for low-frequency ones, both age groups of chil-
dren showed a reverse frequency effect for regulars, longer production latencies
for high than for low-frequency regulars. This contrast was more pronounced for
the 5- to 7-year-old children than for the 11- to 12-year-olds.

These results can be taken to indicate that two mechanisms for morphologi-
cal processing, lexical storage and morphological computation, are employed by
children as well as by adults but that lexical access is less efficient for children.
Overregularization errors arise when access to the lexical entry of an irregular
form fails. Consequently, children produce more of such errors than adults. Chil-
dren took longer to produce participles than adults, another indication of less
efficient lexical access. Finally, reverse-frequency effects arise from the retrieval of
stored high-frequency regulars that inhibit morphological computation (Pinker
1999). Hence the production of high-frequency regulars involves memory access,
and this interferes with morphological computation (which is available for both
high and low-frequency regulars) in that it slows down the production of high-
frequency regulars relative to low-frequency ones for which morphological com-
putation is not impeded by any stored forms. Slow lexical retrieval increases this
contrast, hence the decrease of the reverse frequency effect from the younger to
the older child groups.
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3.2.2 Methodological issues
The design of materials for an experiment of this kind requires careful consider-
ation of a number of potentially confounding factors. One concern is that pho-
netic differences in onset length may affect production latencies. For example,
stops are intrinsically shorter in duration than fricatives. Intrinsic segmental
duration differences will affect production latencies, because these are measured
from the onset of the stimulus. Compare, for example, the release of the initial
consonant in fea versus the beginning of turbulence in the initial consonant in
sea. Moreover, measuring the precise onset of words beginning with, for example,
fricatives or nasals is more difficult than measuring those beginning with stops.
These potential confounds can be addressed in the materials design, which is pre-
cisely what we did in Clahsen et al. (2004). All experimental items were participle
forms that required ge-prefixation, thus precluding any effects of onset length on
production latencies. At the same time, none of the filler items required ge- (e.g.,
verlieren — verloren ‘lose — lost’) thus making sure that a participle form could only
be produced after the presentation of a particular verb stem. It is also necessary
to control the duration of the verb stems presented as stimuli for elicitation and
to ensure that they do not differ across experimental conditions. This is because
production latencies are determined by measuring the time lag between the onset
of the stem form given to participants and the onset of their response, and obvi-
ously, differences in stem durations would obscure these measurements.

Another concern is that the critical items are elicited as the final words of
previously presented sentential fragments, as illustrated in (11), and that depend-
ing on the contents of the sentence fragments, it might be possible to anticipate or
guess the final word of the sentence before encountering the verb stem provided.
To address this possibility, the materials need to be pre-tested to make sure that
the critical items are equally unpredictable from the sentence fragments chosen
for the speeded production task across the various experimental conditions.

Furthermore, care needs to be taken to ensure that the sentence fragments
plus verb stems presented to participants do not sound unnatural. The materials
for the Clahsen et al. study, for example, were read as complete sentences together
with the corresponding participle and pre-recorded digitally. The verb stems were
separately read and also recorded. Sentence fragments were cut off before the on-
set of the participle. To make sure that the stimuli sounded as natural as possible,
the audio files containing the verb stems were inserted at exactly the same point
at which the participles were cut out from the complete sentences. Thus, the time
lag between a sentence fragment and a verb stem was identical to the lag between
the participle and the preceding word in the complete sentences.

Finally, and most importantly, the critical items need to be selected according
to their frequency in relevant corpora. For studies with young (pre-literate) chil-



22

Harald Clahsen

dren, frequency information should be gathered from corpora of spoken language
and ideally from corpora of child-directed speech, because frequency dictionaries
or corpora of written language (e.g., newspapers) may contain words unfamiliar
to young children.

Summarizing, the speeded production task provides an efficient measure of
processes involved in language production. The technique offers a time-sensitive
measure, even though the response latencies do not only reflect production pro-
cesses but also include the time needed for recognizing the verb stem presented.
Stimulus presentation is fairly natural requiring normal listening, but various
potentially confounding factors (mentioned above) need to considered to avoid
artifacts. The task is not demanding and, in the modified version (Clahsen et al.
2004), appropriate for children above the age of 5. Indeed, none of the children
tested found the task particularly difficult, and most of them enjoyed the experi-
ment. Moreover, the task requires minimal technical apparatus (a PC and a mi-
crophone) and can be performed in any quiet room, even outside the research
laboratory. As regards its linguistic versatility, the speeded-production task seems
to be well-suited to examine word-level processing, e.g., the production of inflect-
ed word forms of bare stems, plurals from singulars, etc., but less so for studying
sentence-level processing.

4. Summary

The three behavioral methods we focused on, self-paced reading and listening,
cross-modal priming, and speeded production, all provide time-sensitive mea-
sures, an essential requirement for studying on-line processing. Unfortunately,
however, each of these measures has its limitations. Self-paced reading and listen-
ing have a relatively low temporal resolution (compared, for example, to ERPs and
eye movement measures) due to the way the stimuli are presented. In cross-modal
priming experiments, response times are only measured at specific test points in
a sentence thus providing a snapshot view of the state of the language processor
at these points rather than a continuous measure of on-line sentence processing.
The response latencies that are measured in the speeded-production task include
the recognition times required for the auditory stimuli and cannot be taken as a
pure measure of language production processes.

Clearly, eye tracking and ERPs provide better measures of the time-course of
processing, but the behavioral methods discussed in this chapter will no doubt
have a place in future research in this field, and this is for a number of reasons.
Firstly, any psycholinguistic technique (including eye tracking and ERPs) has its
limitations and is in danger of producing artifacts, e.g., due to an experiment’s
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specific task demands. One way around this problem is to find converging evi-
dence from other sources, e.g., by replicating an effect seen with one technique
with a different technique. Behavioral techniques can be useful for this purpose.
Secondly, behavioral techniques require relatively little technical equipment and
can be administered without bringing children into the research laboratory. This
makes them ideally suited for piloting experimental designs, and for working
with populations in out-of-reach places. Thirdly, compared to, for example, ERP
experiments which require many items per condition due to signal averaging,
the behavioral methods mentioned above require fewer critical items and can
typically be administered within a single experimental session, thus avoiding po-
tential artifacts such as those caused by training effects and fatigue. Finally, un-
like ERP or eye tracking experiments for which an electrode cap or a head-band
needs to be attached to the child, behavioral techniques do not require any direct
physical contact with a participant. It will therefore be much easier to get ethical
approval for behavioral experiments than for any technique involving physiologi-
cal measures, and there may be circumstances in which such considerations are
a decisive factor.
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CHAPTER 2

Event-related brain potentials as a window
to children’s language processing

From syllables to sentences

Claudia Mannel and Angela D. Friederici

The present paper gives an overview of our recent research on the neurocogni-
tion of language acquisition. Our research aims to gain a more detailed under-
standing of the developmental stages of the language acquisition process and
its underlying brain mechanisms. Here, we utilize the method of event-related
brain potentials, which has revealed specific electrophysiological indices for
various aspects of language processing in adults. These electrophysiological pa-
rameters can serve as templates to define the hallmarks of language acquisition.
The research presented demonstrates that the method of event-related brain
potentials is a powerful tool to investigate and monitor early stages of language
acquisition and provides further insights into the neural correlates of language
processing in infants and children.

1. Introduction

The wonder of language acquisition, with its remarkable speed and high levels
of success, remains a mystery. At birth, infants are able to communicate their
basic needs by different ways of crying. Also, from birth on, infants show a prefer-
ence for the sound of their native language. Following these first language-related
steps there is a fast progression in the development of perceptive and expressive
language skills. At around 4 months, babies start to babble, the earliest stages
of language production. A mere twelve months after birth most babies start to
speak their first words, and about half a year later even short sentences. Finally,
at the end of most children’s third year of life, they have acquired at least 500
words and know how to combine them into meaningful utterances. Thus, they
have mastered the entry into their native language: they have acquired a complex
system with the typical sounds of a language, these sounds are combined in dif-
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ferent ways to make up a large vocabulary, and the vocabulary entries are related
together by means of syntactic rules. All of this occurs at an amazing speed and to
some extent independently of the environmental conditions.

Although a quite detailed outline of the language acquisition process exists
(see Bee & Boyd 2007; Clark 2003; Klann-Delius 1999; Szagun 2006), many ques-
tions remain. For example, how do children actually learn their mother tongue
so easily and what are the exact developmental stages? Does language acquisition
happen in a continuous manner or a discontinuous manner? Here, the continuity
hypothesis of language acquisition holds that language processes change quanti-
tatively over the course of the child’s development but that the processes are in
principle present from early on and in a similar form to the way they are present
in adults. In contrast, the discontinuity hypothesis proposes qualitative rather than
quantitative changes during the child’s development until an adult-like status is
reached. In this context, then, what types of developmental changes occur in the
brain during language development? In other words, what is the neurophysiologi-
cal basis of the various processes and steps in language acquisition? Studying how
children so readily acquire language is not easily accomplished, because a good
deal of learning takes place before the child is able to speak and show overt re-
sponses to what he or she actually perceives. For example, it is not an insignificant
methodological challenge to develop ways of asking children whether they know
a word before they can demonstrate a verbal reaction to this question. Children’s
perceptive language skills develop much earlier than their expressive skills but are
for the most part beyond the scope of observation.

The method of event-related brain potentials (ERP) allows us to virtually look
into the brain, where the acquisition of language is taking place, during the course
of acquisition. The use of the ERP method to investigate on-line cognitive pro-
cesses in adults has been successfully proven. In adults, there are particular ERP
components that appear to be specific to various aspects of language processing.
We also use this method to study language acquisition in infants over the course
of the first three years of life since this method inherits several advantages that
become apparent specifically in the work with infants.

In this chapter, we demonstrate that the ERP method is a powerful tool to
investigate and monitor early stages of language acquisition. Specifically, we show
that the ERP method delivers information about the neural correlates of language
processes and therefore provides a better understanding of the how and when of
the developmental stages in the language acquisition process. First, we explain the
method at hand thoroughly (some details about its successful application in work
with infants are provided in the Appendix). Then, we briefly outline the research
field as well as sketch the developmental stages in language acquisition and their
associated ERP components. Then, we give an overview of our own ERP research
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on the different aspects of language acquisition during infants’ first three years of
life. Thus, we describe, by means of ERP, the processing of phonological, seman-
tic, and syntactic information in infants and children and discuss these results in
the light of other neurophysiological and behavioral studies.

2.  The method of event-related brain potentials
2.1 What is measured? EEG and ERP

Electroencephalography (EEG) is a non-invasive method used to measure voltage
fluctuations on the scalp’s surface. These voltage fluctuations comprise summed
post-synaptic electric potentials generated by similarly aligned and simultaneous-
ly firing pyramidal cells in the neocortex (for more detail see Lopes da Silva 1991;
Speckman & Elger 1993). Consequently, the recorded electric activity reflects a
wide range of brain functions, including various states of activation, relaxation,
tiredness, engagement in cognitive tasks, etc. EEG data recorded for a certain
time period contain background activity as well as changes of electric activity
in response to single events, such as words and sentences. In response to those
events, the recorded brain signal can be broken up into its frequency bands, i.e.,
regular patterns of electric potentials in a defined time window (Fourier analysis).
The recorded signal can also be analyzed for voltage fluctuations that are time-
locked to sensory, motor, and specifically cognitive events, so-called event-related
brain potentials (ERPs; for reviews see Coles & Rugg 1995; Fabiani, Gratton, &
Coles 2000; Regan 1989). These event-related voltage changes are relatively small
compared to the ongoing background EEG activity. For this reason, the interpre-
tation of EEG raw data in relation to single events is, if not impossible, at least
very difficult (although there has been some advancement in single-trial analysis;
see for instance Bansal, Sun, & Sclabassi 2004; Holm, Ranta-Aho, Sallinen, Kar-
jalainen, & Miiller 2006; Jung et al. 2001). To overcome this problem, repeated
presentation of the stimulus of interest (e.g., a spoken sentence) and subsequent
averaging are required. In order to analyze the recorded signal on a stimulus- or
event-related basis, time-locked epochs of interest (for instance triggered by the
onset of a spoken sentence) are extracted from the EEG raw data. To obtain a
high signal-to-noise ratio a minimum number of trials (e.g., 30 sentences of the
same sentence type) is required for averaging. Prior to averaging, optional filter-
ing and eye movement correction additionally help to remove artifacts and other
unrelated brain activity. Data processing and subsequent trial averaging produce
a smooth curve of changes in electric activity over time since they eliminate or
at least reduce the effect of random noise distributed by each of the single trials.
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The resulting wave form represents the average processing of a stimulus over time
and consists of a sequence of positive and negative voltage fluctuations, referred
to as components, waves, deflections, or peaks. These event-related components
are associated with various sensory, motor, and cognitive processes and reflect
covert and overt information processing. The N1 component, a negative fluctua-
tion around 100 ms, for example, reflects early sensory responses and was found
to be modulated by attention (e.g., Hillyard, Vogel, & Luck 1998; Mangun 1995;
Woldorft et al. 1993).

In sum, EEG measurement and subsequent averaging of stimulus-triggered
epochs to gain ERPs provide a direct, non-invasive measure of the temporal
course of changes in electric activity that directly relate to neuronal information
processing.

2.2 Why should we use ERPs? Advantages and disadvantages
of the ERP method

Behavioral experiments measure overt responses such as reaction time and num-
ber of correct answers. These measures provide us with the end product of the
cognitive processes engaged during the perception and evaluation of a given
stimulus. However, those techniques are not capable of monitoring the actual on-
line cognitive processes that lead to the observed behavior. Although eyetracking
methods may deliver on-line parameters of the ongoing information processing,
these measures are nevertheless indirect indicators of the underlying neuronal
mechanisms. In contrast, methods in the field of Cognitive Neuroscience — such
as neuroimaging techniques and the ERP method - inform us about the on-line
stages of information processing in the brain.

The ERP method features excellent temporal resolution, as it delivers infor-
mation in millisecond accuracy about the time course of brain responses. In this
way ERPs provide a mental chronometry, i.e., an exact temporal sequencing of
information processing. In comparison to neuroimaging techniques (e.g., fMRI
and PET), the spatial resolution for the identification of the neural generators of
the obtained signal is relatively poor in ERPs, since maximal amplitude measures
at certain electrode sites only provide information about where neural activity,
evoked by certain stimuli, arrives at the scalp’s surface. However, there are some
sophisticated source localization techniques that estimate the neural generators
based on the measured electric scalp potential. There are two categories of source
localization methods: techniques that postulate distributed current sources (e.g.,
the minimum norm-based technique LORETA; Pascual-Marqui 2002; Pascual-
Marqui, Michel, & Lehmann 1994) and techniques that assume equivalent current
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dipoles as neural origins (e.g., the BESA technique; Scherg, Vajsar, & Picton, 1989;
Scherg & von Cramon 1986). One of the few developmental studies that applied
source localization investigated age-related changes in the auditory system based
on dipole source modeling (Ponton, Eggermont, Khosla, Kwong, & Don 2002).
Independent of the applied localization technique, additional data from function-
al imaging and clinical studies considerably help to constrain source analysis. In
the field of developmental cognitive neuroscience, however, this information is
mainly restricted to adult studies (for an overview on fMRI research on language
processing see for instance Friederici 2004a), since there are only few systematic
children fMRI studies (e.g., Brauer & Friederici 2007) and investigations on apha-
sia in children (for an overview see Friederici 1994).

In working with infants and children, when investigating the question of how
children actually acquire their mother tongue and how their language processing
abilities develop over time, the advantages of the ERP method become readily ap-
parent. For EEG recordings, no overt responses are necessary since EEG directly
measures brain activity to stimuli, thus considerably facilitating work with in-
fants. The fact that ERP components are direct indicators of the underlying brain
processes implies not only that there are no task requirements for measurement
but also that brain processes evoked by certain stimuli might be detectable before
there is a behavioral correspondence observable at a certain stage in the child’s
development. Although behavioral methods used in infant research, e.g., the
headturn paradigm, the preferential looking paradigm and eyetracking techniques
(see chapters in this volume by Clahsen; Fernald, Zang], Portillo, & Marchman;
Trueswell; Snedeker & Thothathiri), require a less complicated set-up and can be
performed in a more natural setting, these methods are at the same time more
prone to external interferences. Regarding neuroimaging techniques, there are
still some limitations in the work with infants and young children (but see Redcay,
Haist, & Courchesne 2006; see also Hebden 2003; Meek 2002 on optical imaging
in infants). First, movement restrictions during brain scanning make it rather dif-
ficult to work with children. Second, there is still an ongoing discussion whether
the BOLD signal in adults is comparable to the one in children and whether the
applied adult models are appropriate for infant research (for discussion see An-
derson et al. 2001; Marcar, Strassle, Loenneker, Schwarz, & Martin 2004; Martin
et al. 1999; Rivkin et al. 2004; Schapiro et al. 2004).

In addition to considering how a method differs from others and how practical
it might be, it is also important to consider how different methods deliver differ-
ent kinds of information. The decision to use a specific method highly depends on
the kind of information sought: the neuronal correlates of information processing
in their spatial and/or temporal resolution or the behavioral consequences that
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follow from these processes. Ideally, a combination of various measures using the
complementary abilities of different methods should be sought.

2.3 What do we get in the end? ERP components and their interpretation

The components of event-related brain potentials can be described in terms of
their amplitude/polarity, their latency, and their characteristic scalp distribution/
topography. Amplitude indicates the extent to which a response to an experimen-
tal stimulus is elicited, i.e., the amount of neural activity. Dependent on the pole
orientation of the measured electric field, neural activity is reflected in positive
and negative deflections, indicating neuronal discharging and charging, respec-
tively. Latency refers to the point in time at which this activation occurs relative
to stimulus onset. Given these two parameters, specific components are labeled as
follows: waves with a negative-going deflection are designated by N, waves with
a positive-going deflection by P, while the time (in milliseconds) from stimulus
onset to certain wave peaks is indicated by a number. The N100 component, for
example, refers to a negativity occurring at about 100 ms after stimulus onset.
Note, however that components are often labeled according to the order of their
occurrence during stimulus processing (e.g., N1, P2, N2) and their functional
significance rather than their polarity and latency parameters per se. For instance,
the P300 component is known to occur in various oddball paradigms in response
to deviant stimuli and reflects memory- and context-updating processes after
stimulus evaluation (Donchin & Coles 1988). Dependent on stimulus discrimina-
tion difficulty, stimulus complexity, and categorization demands the P300 latency
varies between 300 ms and 700 ms post-stimulus (e.g., Katayama & Polich 1998;
Daftner et al. 2000). Scalp distribution or topography provides information about
a component’s voltage gradient over the scalp at any point in time and therefore
some information about the underlying neuroanatomical activity. As pointed out,
conclusions from ERP data about the sources of neural generators can only be
drawn in a restricted way when relying on the topographic information alone,
e.g., lateralization to one hemisphere or distribution over posterior brain regions.
The label of a component can also include information about its topography, e.g.,
ELAN for Early Left Anterior Negativity. Furthermore, some labels of ERP com-
ponents depict the particular experimental paradigm in which they are evoked,
e.g., MMN for Mismatch Negativity.

ERP components are considered to be indicators of the progression of infor-
mation processing over time. Earlier components (up to about 100-200 ms after
the onset of the stimulus) reflect essentially automatic processes and are modu-
lated by the physical properties of a stimulus, such as the loudness and pitch of
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a spoken word. Later components are thought to reflect higher-order cognitive
processing that is influenced by a person’s intentions and actions, such as those
present during a discrimination task between words and non-words. As pointed
out, ERP components defined by specific parameters are likely to reflect different
brain mechanisms engaged in stimulus processing. Changes in the parameters of
a specific component indicate changes in the underlying cognitive mechanisms.
For instance, a prolonged latency might point to a slowing down of a specific cog-
nitive process and a reduced amplitude to a reduction in the processing demands
or efficiency. Thus, ERP components are usually interpreted with respect to both
their underlying neural mechanisms and their functional significance.

The interpretation of ERP components in infants demands some additional
consideration. When dealing with infant ERPs, researchers should keep in mind
the enormous physiological changes of the developing brain, concerning synaptic
density, myelination, skull thickness, and fontanel state (see for example Mrzljak,
Uylings, Van Eden, & Judas 1990; Pujol et al. 2006; Uylings 2006). For instance,
the reduced synaptic density results in greater slow wave activity, possibly ex-
plaining why infant ERPs do not exhibit as many well-defined peaks as adult ERPs
(Nelson & Luciana 1998). Infant ERPs usually show larger amplitudes than adult
data, possibly due to difference in skull thickness, and longer latencies than adult
ERPs, which, however, gradually decrease with increasing age (e.g., Jing & Be-
nasich 2006; Kushnerenko et al. 2002). Thus, when comparing ERP components
across age groups one should consider these maturational changes. Here, para-
digms used in infant ERP experiments should be conducted in adults as well, thus
achieving a target adult ERP pattern against which developmental comparisons
can be made.

2.4 What does this tell us about language? ERP components related
to language processing

In the domain of language processing, there are at least five functionally differ-
ent components that reflect phonological, semantic, and syntactic processing in
adults. The following components have been observed in ERP studies on lan-
guage processing: (1) the Mismatch negativity (MMN), a negativity that occurs
at around 100-250 ms post-stimulus and indicates the discrimination of acousti-
cally or phonetically different stimuli (e.g., Naitdnen 1990; Opitz, Mecklinger,
Cramon, & Kruggel 1999) and is also modulated by language experience (Win-
kler et al. 1999); (2) the N400, a centro-parietally distributed negativity at around
400 ms post-stimulus that reflects lexical-semantic processes at both word level
(e.g., Holcomb & Neville 1990) and sentence level (e.g., Kutas & Hillyard 1980,
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1983); (3) the E/LAN, a left anterior negativity at around 150-350 ms post-stimu-
lus, which occurs for on-line syntactic and morphosyntactic processes (e.g., Frie-
derici, Pfeifer, & Hahne 1993; Hahne & Friederici 1999); (4) the P600, a centro-
parietally distributed positivity at around 600 ms post-stimulus, which is related
to processes of syntactic reanalysis and repair (e.g., Friederici & Mecklinger 1996;
Kaan, Harris, Gibson, & Holcomb 2000; Osterhout & Holcomb 1992); and (5)
the Closure Positive Shift (CPS), a centrally distributed positivity that has been
observed in response to the processing of intonational phrases (e.g., Pannekamp,
Toepel, Alter, Hahne, & Friederici 2005; Steinhauer, Alter, & Friederici 1999).

Over the last decades, a vast amount of studies in adults has demonstrated
that the processing of different aspects of linguistic information can be clearly
distinguished by means of these different ERP components. For a detailed de-
scription of the single components and the particular experimental conditions
in which they are evoked we refer the reader to recent reviews (Friederici 2002,
2004b; Kutas & Federmeier 2000).

In infants and young children, recent neurophysiological research has dem-
onstrated that most ERP components associated with phonological, semantic, and
syntactic processes are quite similar to the ones observed in adults. This fact in-
dicates that there are quantitative rather than qualitative changes in the language
processes, reflected by particular ERP components, during infants’ and children’s
development until an adult-like status is achieved. As aforementioned, ERP com-
ponents in infants and children often show longer latencies and larger amplitudes
as compared to the ones in adults, with a gradual latency and peak decrease as age
increases (for comparisons between children and adult ERP data in language pro-
cessing see for instance Hahne, Eckstein, & Friederici 2004; Oberecker, Friedrich,
& Friederici 2005).

3.  Developmental stages in language acquisition and their associated
ERP components

In the following, we give an overview of ERP research on the different landmarks
of language acquisition during a child's first three years of life, exemplified with
experiments from our laboratory. We describe the processing of phonological,
semantic, and syntactic information in infants and children and discuss these re-
sults in the context of other neurophysiological and behavioral studies. Figure 1
shows the developmental stages of auditory language perception and their associ-
ated ERP components. The developmental stages can be considered as interrelated
phases during which new information is derived and processed based on previ-
ously acquired knowledge. From early on infants are able to discriminate speech
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Figure 1. Developmental stages of language acquisition and their associated ERP
components (modified from Friederici 2005).

sounds and word stress patterns, which facilitates the identification of content
and function words in the sentential context. Furthermore, infants’ early ability to
process prosodic information at the sentence level, present in intonational phrase
boundaries, aids the detection of syntactic boundaries. These processes eventually
allow children to derive syntactic rules from speech input and provide the basis
for the building of local syntactic structures and interphrasal relationships. The
time course of the outlined developmental stages is based on the available ERP
literature in infant research and is therefore only an approximation of the actual
time course in language development. Thus, our overview should be understood
as an attempt to sketch the language acquisition process based on the current
knowledge within the framework of developmental cognitive neuroscience.

3.1 Processing of phonological/prosodic information

In general, infants’ first steps into language are based on prosodic information.
From birth on, prosodic cues facilitate the segmentation of the incoming speech
stream into structural elements and therefore support the acquisition of lexical
and syntactic units and eventually the derivation of syntactic ordering principles,
a process called prosodic bootstrapping. Infants’ first challenge is to extract the
phonological details from their mother tongue. This phonological information
comprises the actual speech sounds (phonemes), the rules according to which
these sounds are combined (phonotactic knowledge), and the prosodic patterns
that help to structure the language input into units, such as information about a
word’s stress pattern and a sentence’s intonational contour.
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3.1.1 Discrimination of phoneme parameters

In addition to the perception of longer phonological units such as words and sen-
tences, infants have to tackle the basic speech sounds of their mother tongue. The
smallest sound units of a language, phonemes, are contrastive from each other,
though functionally equivalent. In a given language, a circumscribed set of about
40 phonemes can be combined in different ways to form unique words. A word’s
meaning will change when one of its component phonemes is exchanged with an-
other, as from cat to pat. Rather than being discrete phonetically, phonemes are re-
ally categories of speech sounds, independent of actual acoustic differences caused
by different speakers or by neighboring phonemes, as in the ¢ in cat versus cut.

An ERP study in our laboratory investigated infants™ ability at the age of 2
months to discriminate between different vowel lengths in phonemes (Friederici,
Friedrich, & Weber, 2002). Infants were presented with two syllables of different
duration, /ba:/ vs. /ba/ (see Figure 2 (a)). In order to gain an electrophysiologi-
cally measurable response the mismatch paradigm was used. In this paradigm,
also dubbed passive oddball paradigm, two classes of stimuli are repeatedly pre-
sented with one stimulus occurring relatively frequently (standard) and the other
one relatively rarely (deviant or oddball). As already mentioned, the Mismatch
Negativity (MMN) component is a pre-attentive electrophysiological response
that is elicited by any discriminable change in repetitive auditory stimulation
(Naitanen 1990). In other words, the mismatch response in the ERP is the result
of the brain’s automatic detection of the deviant among the standards. In our ex-
periment, two separate experimental runs tested the long syllable /ba:/ as deviant
in a stream of short syllable /ba/ standards, and short /ba/ as deviant in a stream
of long /ba:/ standards.

Figure 2 (b) displays the ERP data and the difference wave obtained from the
subtraction of the brain response to the standard stimuli from the one to the devi-
ant stimuli. The critical comparison is between responses to a stimulus as deviant
or as standard, independent of its actual physical features. The difference wave
shows a positivity with a frontal maximum at around 500 ms post-syllable onset.
However, this positivity was only present for the deviancy detection of the long
syllable among the short syllables (left panel of Figure 2). In adults, the same ex-
perimental setting evoked a different ERP component consisting of a pronounced
negative deflection at around 200 ms post-stimulus onset in the difference wave,
the typical MMN response to acoustically deviating stimuli; a comparison of the
infant and adult ERP data is provided in Figure 3. Interestingly, in infants the re-
sponse varied dependent on their state of alertness during the experiment. Chil-
dren who were in quiet sleep during the experiment showed only a positivity,
while children who were awake showed an adult-like MMN in addition to the
positivity. From the data it follows that infants as young as 2 months of age are
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Figure 2. Syllable discrimination: (a) The figure displays the acoustic parameters of the
short syllable /ba/ (202 ms) and the long syllable /ba:/ (341 ms). In a passive auditory
oddball paradigm, both syllables are repeatedly presented in the specified frequency
(standard 5/6, deviant 1/6). The critical comparison concerns each syllable in its role as
standard in one block and deviant in the other. (b) ERP data and difference waves (devi-
ant-standard) of 2-month-olds in response to the long syllable /ba:/ and the short syllable
/ba/ (modified from Friederici et al. 2002).
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Figure 3. Syllable discrimination: Difference waves (deviant-standard) of adults and
2-month-olds in response to the long syllable /ba:/ in an auditory oddball paradigm
(modified from Friederici et al. 2002).

able to discriminate long syllables from short syllables and that they display a
positivity in the ERP as mismatch response (MMR). Here, they more easily dis-
criminate a long syllable in a stream of short syllables than vice versa, which can
be explained by the greater perceptual saliency of a larger element in the context
of smaller elements than vice versa (for more detail see Friedrich, Weber, & Frie-
derici 2004).

So far, several ERP studies have studied phoneme discrimination in infants
testing their ability to detect changes in consonant articulation (Dehaene-Lam-
bertz & Dehaene 1994), consonant duration (Kushnerenko et al. 2001; Leppdnen
et al. 2002), vowel duration (Leppdnen, Pikho, Eklund, & Lyytinen 1999; Pihko
etal. 1999), and vowel type (Ceponiene, Lepisto, Alku, & Nédidtanen 2003; Cheour
et al. 1998). In these studies, the MMR appeared either as a positive or a negative
deflection in the ERP. For instance, Kushnerenko et al. (2001) presented sleep-
ing newborns with fricatives of different duration and observed negative MMR:s.
Comparatively, Leppanen et al. (1999) and Pihko et al. (1999) investigated sleep-
ing newborns by presenting phonemes with different vowel length and reported
positive MMRs. There is an ongoing discussion about the nature of these different
ERP responses to auditory change detection. Our studies, for instance, showed
that the outcome of these ERP responses are affected by at least two factors: the
infants’ state of alertness (awake or asleep) and the particular data filtering tech-
nique (see Weber, Hahne, Friedrich, & Friederici 2004). Furthermore, the choice
of stimulus (discrimination difficulty or saliency) seems to have an impact on
the discrimination response (Morr, Shafer, Kreuzer, & Kurtzberg 2002). Also, the
transition from a positive to a negative MMR can be shown to be an effect of
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advancing maturation (see Kushnerenko et al. 2002; Morr et al. 2002; Trainor et
al. 2003; for a discussion of a possible overlap between the two components, see
Morr et al. 2002). Despite the differences in the appearance of the detection of
phoneme changes in the ERP, the combined data suggest that the infants’ ability
to automatically discriminate between different phonemes is present from early
on. Here, ERPs might be used to mark differences in the infants’ maturation state
that are beyond the scope of observation.

In addition to investigating syllable discrimination in infants with normal
language development, we pursued in our research the hypothesis that a major
underlying cause of Specific Language Impairment (SLI) is a deficiency in the pro-
cessing of phonological/prosodic information (see Friedrich, Weber, & Friederici
2004). SLI is defined as impairment in the expressive language domain in the
presence of otherwise normal development (see Leonard 1998). Consequently,
apart from their language deficits these children show normal intelligence and
do not have any neurological, sensory, or motor problems. If the hypothesis of an
impaired processing of phonological/prosodic information in SLI holds, infants
at risk for SLI might be deficient in detecting duration changes in phonemes at
the age of 2 months.

To address this question, another study carried out by our laboratory tested
the ability of children with a risk for SLI to discriminate long from short syllables
with the same MMN procedure as used before (Friedrich et al. 2004). Children
were assigned to one of two groups, being at risk or not at risk for later developing
SLI, based on family history. In Figure 4, the difference waves for both groups,
2-month-olds with and without risk for SLI, show a positive deflection. However,
in the risk group this positive wave reaches its maximum later than the one in
the no-risk group. This latency difference points to a slower speed in information
processing in the at-risk infants.

Thus, infants at risk for SLI differ from those with no risk at the age of 2
months in their perceptual ERP parameters for duration discrimination. This is
in line with recent ERP studies that investigated early differences in phoneme
processing between infants with and without a family risk of dyslexia. Specifically,
Leppénen et al. (2002) studied ERP responses to consonant duration changes and
observed that 6-month-olds at-risk differed from controls in their initial respon-
siveness to sounds as well as their ability to discern sound changes. Guttorm et
al. (2005) reported for at-risk newborns longer lasting positive ERP responses
to consonant-vowel changes that were correlated with poorer receptive language
skills measured at 2.5 years. Although at this point it is not clear yet whether the
children of our study will develop SLI at a later age, the present data suggest that a
delayed auditory change processing, possibly caused by weaker memory traces in
these children, might be one of the potential factors (for more detail see Friedrich
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Figure 4. Syllable discrimination: Difference waves (deviant-standard) of 2-month-olds
at risk and not at risk for SLI (based on family risk) in response to the long syllable /ba:/
in an auditory oddball paradigm (modified from Friedrich, Weber, & Friederici 2004).

et al. 2004). Consequently, if these children already have difficulties at early lan-
guage learning stages in detecting phonological/prosodic cues, they might be de-
layed or impaired in utilizing this information at later stages of lexical and syntac-
tic learning. Tallal et al. (1996) suggest extensive training with artificially slowed
speech for children with SLI to overcome abnormal perceptual learning present
at early developmental stages. Since the mentioned studies demonstrate that the
ERP method is able to differentiate between groups of children at risk and not at
risk for later language problems, specific electrophysiological parameters, such as
the latency of the mismatch response, might be developed as a diagnostic tool for
very early identification of children who would benefit from early intervention.

3.1.2 Discrimination of stress patterns in words

Another important phonological feature that infants have to discover and make
use of during language acquisition is the rule according to which stress is applied
to multi-syllabic words. In English and German, for instance, the stress of two-syl-
lable words is realized on the first syllable in more than 90% of the cases, whereas in
French the reverse pattern applies. In language acquisition, the detection of words
in the speech input, that is, the identification of word boundaries defined by word
onset and word offset, is facilitated by information about word stress. Specifically,
in languages like English or German, with stress on the first syllable of two-syllable
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words, stress information certainly aids the identification of word onsets. In order
to investigate by means of ERP at what age infants start to show the ability to dis-
criminate word stress, we again applied the MMN paradigm described above.

In this ERP study, 4- and 5-month-old German infants were tested on their
ability to discriminate bisyllabic pseudowords stressed on the first syllable from
bisyllabic pseudowords stressed on the second syllable (Weber et al. 2004). Since
word stress is defined by a number of acoustic parameters with syllable length as
the most prominent one, we used pseudowords that differed in the length of their
first and second syllables. Namely, we used the trochee /ba:ba/ stressed on the first
syllable, and the iamb /baba:/ stressed on the second (see Figure 5 (a)). In a pas-
sive auditory oddball paradigm, infants were repeatedly presented with deviant
/ba:ba/ stimuli among standard /baba:/ stimuli and vice versa.

Figure 5 (b) displays the difference waves for both age groups. A significant
negative deflection is only present in the 5-month-old group, for whom only the
trochee evokes a negative MMR. This indicates that by the age of 5 months infants
are able to discriminate word stress in bisyllabic words, whereas 4-month-olds
are not. The discrimination response is evident in the negative MMR to the tro-
chaic pattern, which is the predominant pattern in German. The negative MMR,
in contrast to the positive MMR observed in our 2-month-olds (Friederici et al.
2002), might be attributable to both the infants advanced maturation state as well
as the lower processing demands of word stress discrimination (or the higher
saliency of the stress differences) than differences in vowel duration (see Kushne-
renko et al. 2002; Morr et al. 2002).

Behavioral studies have demonstrated that the ability to discriminate stress
patterns in bisyllabic words is not present in 6-month-old infants, but has emerged
by the age of 9 months (e.g., Jusczyk, Cutler, & Redanz 1993). In support of the
prosodic bootstrapping approach, Nazzi, lakimova, Bertoncini, Frédonie, and Al-
cantara (2006) describe developmental effects for 8- to 16-month-olds for the
detection of syllables in fluent speech before two-syllable words are derived as
one unit. While no segmentation effect was found for 8-month-olds, 12-month-
olds segmented individual syllables from the speech stream, with more ease in
segmenting the second syllable, which is consistent with the rhythmic features
of their native language French. Interestingly, by the age of 16 months children
segmented bisyllabic words as whole units from the speech input. Although the
results of behavioral and ERP studies are not directly comparable, it seems that
before a discrimination reaction can be observed at a behavioral level, there is
evidence for a discrimination response in the measured brain activity. This is
supported by the fact that our study showed a stress pattern discrimination re-
sponse in the ERP even in 5-month-olds (Weber et al. 2004). Similarly, Kooijman
and colleagues (Kooijman, Hagoort, & Cutler 2005, 2006) found word recogni-
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Figure 5. Stress pattern discrimination: (a) The figure displays the acoustic parameters
of the bisyllabic pseudowords /ba:ba/ (trochee) and /baba:/ (iamb). In a passive auditory

oddball paradigm, both pseudowords are repeatedly presented in the specified frequency

(standard 5/6, deviant 1/6). The critical comparison concerns each pseudoword in its role
as standard in one block and deviant in the other. (b) Difference waves (deviant-stan-
dard) of 4- and 5-month-olds in response to the trochaic and the jambic stress pattern

(modified from Weber et al. 2004).
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Figure 6. Stress pattern discrimination: Difference waves (deviant-standard) of
5-month-olds at risk and not at risk for SLI (based on word production at two years) in
response to the trochaic stress pattern /baba:/ in an auditory oddball paradigm (modified
from Weber et al. 2004).

tion responses in the ERP to previously familiarized words in a study testing 10-
month-olds and even 7-month-olds. However, behavioral studies also find word
segmentation effects around the age of 7-8 months when the words’ stress pat-
terns follow the rhythmic features of the infants’ native language (e.g., Houston,
Santelmann, & Jusczyk 2004; Jusczyk, Houston, & Newsome 1999). Together,
these findings emphasize the importance of stress cues for word segmentation
from fluent speech.

To follow up on the finding that 5-month-old infants are able to discriminate
differently stressed pseudowords, we aimed to test whether infants at risk for SLI
already show an impaired stress pattern discrimination at the age of 5 months.
Another study carried out in our laboratory investigated the ERP responses of
infants at risk for SLI by using the same MMN paradigm with bisyllabic pseudo-
words (see Weber et al. 2004).

In the current experiment, infants were retrospectively grouped into infants
being at risk or not at risk for later SLI based on their word production perfor-
mance at the age of 24 months (Weber, Hahne, Friedrich, & Friederici 2005).
Children who at 24 months have very low word production (as assessed by the
ELFRA-2 measure; Grimm & Doil 2000) display at 5 months a reduced MMR
amplitude to the trochaic pattern compared to their age-matched controls, as can
be observed in the difference waves in Figure 6. It follows that infants with risk
for SLI, as determined by a deficit in word production at the age of 24 months,
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seem to have an impaired discrimination ability for the language-specific trochaic
pattern already at the age of 5 months. This result gives rise to the notion that the
processing and acquisition of phonological information in early infancy might be
crucial for later normal language development. In this case, the ERP mismatch
response could serve as an early identification of SLI.

The combined results of the studies on phoneme and stress pattern discrimi-
nation provide evidence that speech segmentation in early infancy heavily de-
pends on phonological/prosodic cues and that these cues are likely contributors
to lexical acquisition. In their behavioral experiments, Nazzi, Dilley, Jusczyk,
Shattuck-Hufnagel, and Jusczyk (2005) demonstrated that indeed both stress pat-
tern and type of initial phoneme influence word segmentation from fluent speech
with a preference for the predominant patterns of the infants’ native language.

3.1.3 Phonotactic knowledge

For successful language learning, infants need not only to be able to recognize and
discriminate phonemes but also to know something about the rules according
to which these phonemes are combined. As infants become more familiar with
the actual sounds of their native language, they also gain probabilistic knowledge
about particular phonotactic rules. Phonotactic information refers to the specific
rules that define how phonemes may or may not be combined to form words in
a given language. This also includes information about which phonemes or pho-
neme combinations can legally appear at a word’s onset or offset. If infants acquire
this kind of information from early on, it can support the detection of lexical units
in the speech stream and thus aid the learning of new words.

Another study carried out in our laboratory addressed the question whether
infants between 12 and 19 months of age possess phonotactic knowledge and, if
so, whether they are able to apply this knowledge in lexical processing. The N400
component served as an electrophysiological measure to tease apart infants’ re-
sponses to pseudowords that follow the phonotactic rules of their native language
and nonsense words that do not (Friedrich & Friederici 2005a). The N400 com-
ponent is known to indicate lexical-semantic processing by marking the effort to
integrate an event into its semantic context (for more detail see Holcomb 1993).
The N400 amplitude is more pronounced the more semantically unfamiliar, un-
expected, or non-matching an event is given the current semantic context or the
semantic knowledge in long-term memory. ERP studies examining lexical pro-
cessing in adults have shown that the N400 amplitude is larger for pseudowords,
i.e., phonotactically legal but non-existent in the lexicon, than to real words. How-
ever, nonwords, i.e., phonotactically illegal words, do not elicit an N400 response
(e.g., Bentin, Mouchetant-Rostaing, Giard, Echallier, & Pernier 1999; Holcomb
1993; Nobre & McCarthy 1994). Pseudowords seem to trigger search processes in
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Figure 7. Phonotactic knowledge: ERP data of 12-month-olds, 19-month-olds, and
adults in response to pseudowords (phonotactically legal) and nonwords (phonotacti-
cally illegal) in a picture-word paradigm (modified from Friedrich & Friederici 2005a).

the lexicon for possible entries, but this search fails as pseudowords are not part
of the lexicon. Nonwords, however, do not initiate a similar search response. Ap-
parently, nonwords are not even treated as likely entries of the lexicon and thereby
possible referents for meaning, since they already violate the phonotactic rules of
the language.

We investigated children’s ERP responses to phonotactically legal pseudo-
words and phonotactically illegal nonwords to determine whether 12- and 19-
month-olds already have some phonotactic knowledge (Friedrich & Friederici
2005a). In a picture-word paradigm children were presented with simple colored
pictures while simultaneously listening to basic level words spoken slowly. These
words either correctly labeled the picture content or were pseudowords or non-
words. Assuming that the picture content initiates lexical-semantic priming, se-
mantic integration difficulties (reflected in an enhanced N400 amplitude) should
occur for pseudowords and nonwords, since these nonsense words do not se-
mantically match the picture content. However, if infants at the age of 12 and
19 months posses some phonotactic knowledge, the N400 semantic violation re-
sponse should only appear for pseudowords, which follow the language-specific
phonotactic rules but not for nonwords, which violate them and are therefore not
treated as likely referents for picture labels.

As can be seen in Figure 7, the ERP responses of 19-month-olds are quite
similar to the ones observed in adults. Both groups show a more negative re-
sponse to phonotactically legal pseudowords than to phonotactically illegal non-
words. Adults show the typical N400 response, starting at around 400 ms after
stimulus onset, most pronounced at central and parietal electrode sites. In 19-
month-olds, the more negative deflections to pseudowords also start at around
400 ms post-stimulus but are sustained longer than in adults, suggesting an
N400-like response in these children. In contrast, 12-month-olds do not show
differential ERP responses to pseudowords and nonwords comparable to those
of adults and 19-month-olds. The 12-month-olds do show more negativity with
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pseudowords, mainly at left lateral frontal sites between 800-900 ms after stimu-
lus onset, which suggests some kind of facilitated processing of phonotactically
legal pseudowords. However, this facilitation does not seem to be based on lexi-
cal-semantic processing, as marked by an N400 response, but is likely to reflect
favored acoustic-phonological processing for the familiar phoneme sequences in
phonotactically legal pseudowords (for a more detailed discussion of the effects
see Friedrich & Friederici 2005a).

The results of this ERP study on processing of phonotactic information are
in line with behavioral studies that show that 9-month-old infants already know
some phonotactic rules of their native language (Friederici & Wessels 1993; for
a review see Jusczyk 1997). Here, infants were able to use their knowledge about
phonotactic rules regarding word boundaries to segment word-like units when
pseudowords were presented either in isolation or in context.

In summary, we can conclude that 19-month-olds possess some phonotactic
knowledge (indicated by an N400) and therefore treat as potential words pho-
notactically legal pseudowords but not phonotactically illegal nonwords. Thus,
phonotactically illegal nonwords are from very early on excluded from further
word learning. 12-month-old infants seem not to have established this kind of
phonotactic knowledge yet but instead show a phonological familiarity effect to
phonotactically legal pseudowords. Taken together with the observation from be-
havioral studies that 9-month-old infants have some initial phonotactic knowl-
edge one may conclude that this kind of knowledge advances and is applied in
lexical processing (and in this case marked by the occurrence of an N400) only a
few months later in the child’s development. This assumption is supported by the
finding that the mechanisms that underlie the N400 response mature between 12
and 14 months (see Friedrich & Friederici 2005a, 2005b).

3.1.4 Processing of intonational phrase boundaries

The studies just discussed demonstrate that lexical learning is based on phono-
logical knowledge at the segmental level. Let us now turn to the suprasegmental
level, such as the intonational contours in phrases and sentences. The location of
phonological and intonational phrase boundaries has an effect on lexical learn-
ing, since it marks the beginning or the end of lexical entities and consequently
aids the detection of words. Furthermore, when infants start to tease apart the
syntactic units and to discover the syntactic rules of their native language, pro-
sodic information at the sentence level plays a central role. The identification of
syntactic phrases is eased by prosodic information since each intonational phrase
boundary is a syntactic phrase boundary, although the reverse relation does not
hold in some cases (for a review on the relationship between prosody and syntax
see Cutler, Dahan, & van Donselaar 1997). The detection and processing of into-
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national phrase boundaries thus could provide an easy entry into the lexicon and
the syntax of a given language.

Intonational phrase (IPh) boundaries are defined by several characteristics.
First, the last syllable of an IPh contains a change in pitch, marking a low or a
high boundary tone. Second, this last syllable is lengthened as compared to syl-
lables within the phrase. Third, there is often a pause following the IPh boundary.
Behaviorally, it has been shown that adult listeners make use of IPh boundaries
in the interpretation of spoken utterances (see Cutler, Dahan, & van Donselaar
1997). In ERP studies with adults, the offset of intonational phrases is associated
with a positive deflection with a centro-parietal distribution (Pannekamp, Toepel,
Alter, Hahne, & Friederici 2005; Steinhauer, Alter, & Friederici 1999). This com-
ponent is named Closure Positive Shift (CPS) since it is interpreted as an indicator
for the closure of prosodic phrases by intonational phrase boundaries. In order
to gain further insights into the role of prosodic information in language acquisi-
tion, we have investigated the neurophysiological basis of the perception of sen-
tence-level prosodic cues in infants.

In an ERP study examining the ability of 8-month-old infants to identify IPh
boundaries, Pannekamp, Weber, and Friederici (2006) presented infants with sen-
tences of two prosodically correct sentence types, one consisting of two IPhs with
one sentence-internal IPh boundary (see example 1) and the other one containing
three IPhs with two sentence-internal IPh boundaries (see example (2)). The two
sentence conditions resulted from the different syntactic structure of the sentenc-
es. The use of intransitive versus transitive verbs leads to late closure versus early
closure, respectively. The different syntactic structures consequently result in dif-
ferent prosodic realizations with IPh boundaries at different sentence positions.

(1) Lena  verspricht Mama zu flitzen und Getrinke zu kaufen.
[Lena promises Mamatorun],, [and drinks  tobuy]

(2) Lena verspricht Mama zu helfen und Getranke zu kaufen.

[Lena promises];,, [Mama to help];,, [and drinks  to buy]

The ERP results in response to the two different sentence types for both the in-
fant study (Pannekamp et al. 2006) and the adult study (Pannekamp et al. 2005)
are given in Figure 8. In both groups, the occurrence of IPh boundaries over the
course of the sentence is followed by a positive shift in the ERP. Thus, for sen-
tences with one IPh boundary one corresponding CPS was observed, and for
sentences with two IPh boundaries, two CPS. In adults, the positive shifts start
with an approximate latency of 500 ms to their corresponding IPh boundaries,
whereas in infants the positive waves start about 1000 ms after the IPh offset.
This developmental latency shift has already been reported in prior infant ERP



50

Claudia Minnel and Angela D. Friederici

8-month-olds

sentences with

10wy — 1 IPh boundary
‘5 ... 2 IPh boundaries

Figure 8. Processing of intonational phrase boundaries: ERP data of 8-month-olds and
adults with positive shifts (CPS) in correlation to the IPh boundaries in each sentence
condition (modified from Pannekamp et al. 2005, 2006).

studies on semantic and syntactic processes and points to slower information
processing in infants and children (see for instance Hahne, Eckstein, & Friederici
2004; Oberecker, Friedrich, & Friederici 2005). The CPS latency to each of the
IPh boundaries further indicates that this ERP component is not a mere reaction
to the onset of acoustic differences (lower-level processing) but an index for the
underlying linguistic process of the perception of intonational phrases (higher-
level processing). Since the infant ERP data clearly show the occurrence of the
CPS component in response to each IPh boundary, the current study indicates in
electrophysiological terms that infants as young as 8 months possess the ability
to process prosodic cues at the sentence level. This finding supports the notion
that the neurophysiological basis of prosodic processes that are crucial for speech
segmentation is established early during language development.

The results of this ERP investigation are in line with behavioral studies that
show that infants at the age of around 9 months are able to detect major syntactic
phrases in the speech input by relying on prosodic information (Hirsh-Pasek et al.
1987; Jusczyk et al. 1992; for a review see Jusczyk 1997). Recently, Soderstrom and
colleagues (Soderstrom, Nelson, & Jusczyk 2005; Soderstrom, Seidl, Nelson, & Jus-
czyk 2003) have shown that even 6-month-olds are sensitive to phrase-level pro-
sodic cues and that the infants indeed utilize this information to identify syntactic
units in the speech stream. Similarly, in lexical learning, behavioral studies have
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shown that 10-month-old infants use phonological phrase boundary information
to constrain lexical access (Christophe, Gout, Peperkamp, & Morgan 2003; Gout,
Christophe, & Morgan 2004). Taken together, these studies demonstrate that in-
fants are not only able to perceive phrase-level prosodic cues in early infancy but
that they actually use this information to segment fluent speech into lexical and
syntactic units. Future ERP studies may provide additional information about the
on-line brain mechanisms when infants apply prosodic information to structure
the speech input. While behavioral studies deliver the information that infants
perceive syntactic units on the basis of prosodic cues, ERP studies may show how
and when these cues are utilized to disentangle the speech input.

3.2 Processing of lexical-semantic information

Another challenge that infants have to face in language learning is the acquisition
of the meanings of words. Infants successively build up their lexicon and develop
the ability to map words onto conceptual representations of objects or events and
vice versa. From early on infants segment words from fluent speech, but how and
when they actually know what a particular word means still needs to be specified.
To answer this question and to understand the neurophysiological mechanisms of
early word learning, it is important to determine whether the infant’s brain works
similarly to the adult brain when processing meaningful words in meaningful
contexts, such as pictures or sentences.

In the adult ERP research on semantic processing, the N400 component has
been established as an indicator for the neural mechanisms of semantic integra-
tion of elements into their context (e.g., Holcomb 1993). The N400 is evoked in
response to both words and pictures that do not match the expectation build
up by previously presented words, sentences, pictures, and picture stories (e.g.,
Friederici, Pfeifer, & Hahne 1993; West & Holcomb 2002). The amplitude of the
N400 is inversely related to the expectation triggered by the semantic context
and therefore varies with the effort necessary to integrate a stimulus into a given
situation. An N400 priming effect, reflected in a reduced N400 amplitude, thus
indicates the effect of semantic priming on the process of semantic integration.
Importantly, a reduced amplitude reflects ease in semantic integration due not
only to previously presented stimuli, i.e., the current semantic context, but also
to the semantic knowledge in long-term memory (for a review see Kutas & Fe-
dermeier 2000). Since the N400 has been successfully shown to be correlated to
lexical-semantic processing in adults and since this component is a likely indica-
tor for the development of semantic memory, we have utilized the N400 to study
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the neurophysiological basis and the developmental aspects of lexical-semantic
processes in early childhood.

3.2.1 Processing of lexical-semantic information at word level

Several studies in our laboratory have focused on the question of whether the
neural mechanisms for semantic processing observed in adults are also present
during early language acquisition when infants have acquired only a few words.
Furthermore, these studies aim to determine at what point during the infants’
development these neural mechanisms mature, by examining infants’ abilities
during word-level lexical-semantic processing as indexed by the N400 compo-
nent (Friedrich & Friederici 2004, 2005a, 2005b, 2006). Using a cross-modal pic-
ture-word design, the ERP responses of 12-, 14-, and 19-month-old children were
recorded to slowly spoken, basic level words. While the children were looking
at sequentially presented pictures, they were acoustically presented with words
that were either congruous or incongruous to the picture content. If infants are
already able to integrate word meaning into semantic context, provided here by
the contents of the pictures, an N400 priming effect should occur. The successful
comprehension of words should be reflected in a reduced N400 amplitude for
words that match their picture, while an enhanced N400 amplitude should be
present for non-matching words.

In adults, the described paradigm evokes an N400 in the ERP in response to
the incongruous words (see Figure 9; Friedrich & Friederici 2004). This negative
deflection is most pronounced in the time range of 400 to 800 ms post-stimulus
onset, predominantly at centro-parietal electrode sites, but also extends to frontal
sites and lasts up to 1200 ms. As shown in Figure 9, in 19-month-old children
an N400-like effect to incongruous words was observed (Friedrich & Friederici
2004). This negativity, with a centro-parietal maximum, starts at about 400 ms
post-stimulus and sustains up to 1400 ms. In children, the effect starts later and
lasts longer than in adults, also showing a stronger involvement of the frontal
electrode sites. From this it follows that even 19-month-old children show a long-
lasting incongruity effect, which points to their ability to process the meaning
of a word in its context. The picture content successfully activates the associated
semantic knowledge that facilitates or hampers subsequent semantic processing
when a word matches or does not match the picture content, respectively.

Another study carried out in our laboratory examined these early word learn-
ing abilities in correlation to the children’s later expressive language skills (Fried-
rich & Friederici 2006). As described earlier, ERP data of 19-month-olds were
retrospectively grouped based on the children’s word and sentence production
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Figure 9. Processing of lexical-semantic information at word level: ERP data of
19-month-olds and adults in response to semantically incongruous and congruous
words in a picture-word paradigm (modified from Friedrich & Friederici 2004).

performance at the age of 30 months (German language development test SETK-
2; Grimm 2000). According to the children’s test results 19-month-olds were
classified based on whether they had later age-appropriate language skills or on
whether they were at risk for later language problems, that is, based on whether
they had poor language production skills at the word or sentence level. Since im-
paired language production is one of the major features of SLI, these children
seem to have an enhanced risk for later occurring SLI (see Leonard 1998; Re-
scorla, Roberts, & Dahlsgaard 1997; Rescorla, Bascome, Lampard, & Feeny 2001).
As displayed in Figure 10, children at risk for SLI do not show the same N400
effect in response to the incongruous words as their peers. Hence, children who
show language production deficits at the age of 30 months seem to be impaired
in their word processing abilities about one year before they experience problems
in their expressive language skills. The results suggest that the emergence of the
N400 during the development is related to children’s later expressive language
skills and that the missing N400 response indicates a delayed semantic develop-
ment in the children with later language problems. From this it follows that the
ERP method may deliver indicators for SLI risk at an earlier developmental stage
than behavioral measures. While it is challenging to test children who know only
a few words on their expressive language skills, electrophysiological parameters
can be obtained from early on.
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Figure 10. Processing of lexical-semantic information at word level: ERP data of
19-month-olds at risk for SLI (impaired language production skills at 30 months) and
not at risk for SLI (normal language production skills at 30 months) in response to
semantically incongruous and congruous words in a picture-word paradigm (modified
from Friedrich & Friederici 2006).

To pinpoint at what developmental stage the neural processes that underlie the
N400 component mature, another study of our laboratory focused on the develop-
mental progression of word processing abilities across different age groups (Fried-
rich & Friederici 2005a, 2005b). The ERP responses of 12-, 14-, and 19-month-olds
to incongruous and congruous picture-word pairs were compared (see Figure 11).
Interestingly, the N400-like effect to incongruous words was not only present in
19-month-olds but also in 14-month-olds, although with a broader distribution in
the younger age group. In contrast, in 12-month-old infants this effect is not yet
established. However, these youngest children show an early negativity in the time
range of 100 to 500 ms post-word onset in response to congruous words (Figure
11). This early negative effect at lateral frontal electrode sites was also present in
all other age groups. This negativity could be interpreted as an early phonologi-
cal-lexical priming effect for the congruent picture-word pairs. More specifically,
the authors propose a facilitation of the acoustic-phonological processing of the
congruous words, which were expected due to lexical-semantic priming by the
pictures, whereas the incongruous words were not (for more detail see Friedrich &
Friederici 2005a, 2005b). Thus, even 12-month-olds seem to have an initial lexical
knowledge that is activated by the picture content and favors the acoustic-phono-
logical processing of expected words. The absence of an N400 in these children,
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Figure 11. Processing of lexical-semantic information at word level: ERP responses of
12-, 14-, 19-month-olds, and adults in response to semantically incongruous and
congruous words in a picture-word paradigm (modified from Friederici 2005).

however, supposes that their semantic memory structures are still too unspecific or
unstable to trigger the mechanism underlying the N400 generation.

Similarly to the described results, early negative effects in the ERP have been
observed in studies on the processing of known and unknown words. Negative
effects in the time range of 200 to 400 ms post-word onset were more pronounced
in response to known words than to unknown words in 20- and even 14-month-
old children (Mills, Coffey-Corina, & Neville 1993; 1994; Mills, Prat, Zangl, Stag-
er, Neville, & Werker 2004). Interestingly, in 20-month-olds but not yet in 14-
month-olds, ERP responses even differentiated between known words and those
words, which differed in their initial phonemes, with more negative responses to
the former. Also, Thierry, Vihman, and Roberts (2003) found early negative ERP
effects in response to familiar words as opposed to unfamiliar words in the time
range between 170 to 240 ms post-word onset. The combined results of these
studies support our view that the early negative response at lateral sites, also ob-
served in our study for congruous words, reflects a familiarity effect. This is in line
with ERP effects in 10-month-olds, where after several presentations of low fre-
quency words a negativity emerges (Kooijman et al. 2005). In general, facilitated
phonological processing reflected in the early negativity might be affected by both
familiarity on the basis of repeated presentation and existing phonological-lexical
representations in the long-term memory.

In summary, in the current ERP studies on semantic processing at the word
level, two ERP effects are observed. First, an early negativity in response to con-
gruous words is present in all age groups, even in the 12-month-olds. We inter-
pret this early negative effect as reflecting facilitation of phonological processing
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by lexical priming. And second, the later centro-parietal negativity in the ERP for
incongruous words is present in 14- and 19-month-olds, an effect referred to as
infant N400. In contrast to their peers, 19-month-olds at risk for later language
impairment do not show the expected effect of semantic processing reflected in
the N400. Since even 14-month-olds show an N400-like component, this implies
that at-risk children are delayed in their semantic development for at least half a
year. The occurrence of a phonological-lexical priming effect in all age groups in-
dicates that not only 14- and 19-month-olds but also 12-month-olds already cre-
ate lexical expectations from picture contents, revealing that they already possess
some lexical-semantic knowledge. However, infants at that age do not yet display
an N400 semantic incongruity effect that is present in 14-month-olds. From that
we assume that the neural mechanisms of the N400 mature between 12 and 14
months of age.

The described ERP studies show that the N400 can be utilized as an indica-
tor for word comprehension in a given semantic context even in early childhood.
The result that the N400 is present in the second year of life implies that this ERP
component is a useful tool to further investigate higher-level semantic processing
in very young children. In addition to studying the processing of single semantic
units, the question arises when children start to process semantic relations be-
tween these units, for instance in sentential context.

3.2.2 Processing of sentence-level lexical-semantic information

In their language learning environment, infants are usually not presented with
words in isolation but in the context of sentences. Sentence comprehension is a
complex process that requires the listener to maintain sequentially arriving infor-
mation in working memory and to semantically integrate this information over
time. To understand the meaning of a sentence, infants furthermore need to have
some semantic knowledge about verbs and nouns as well as about their respective
relation. However, it is not clear whether children at the age of only one or two
years are able to process word meaning and semantic relations in sentential con-
text similarly to adults. In order to investigate children’s processing of meaningful
words in sentence context, the semantic violation paradigm can be applied. In
this paradigm, semantically correct and incorrect sentences are presented, such
as The king was murdered and The honey was murdered, respectively (Friederici
et al. 1993; Hahne & Friederici 2002). The semantic violation paradigm again
utilizes the N400 component as an index of semantic integration abilities, with
larger N400 amplitudes for higher integration efforts of semantically inappropri-
ate words into their context. In sentence comprehension, the listener sequentially
builds up a semantic expectation about the likely ending for a sentence, with a
restricted number of possible word candidates. For The honey was murdered, this
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Figure 12. Processing of lexical-semantic information at sentence level: ERP data of
19-month-olds, 24-month-olds, and adults in response to the sentence endings of
semantically incorrect and correct sentences in a semantic violation paradigm (modified
from Friedrich & Friederici 2005c).

expectation is violated when the verb at the end of the sentence (murdered) does
not semantically meet the meaning that was set up by the noun in the beginning
of the sentence (honey). In the ERP responses to those incorrect sentences an
N400 occurs for the semantically unexpected sentence endings, as has been dem-
onstrated in adult studies (Friederici et al. 1993; Hahne & Friederici 2002).

In an infant study conducted in our laboratory, the ERP responses to seman-
tically correct and incorrect sentences were analyzed in 19- and 24-month-old
children (Friedrich & Friederici 2005¢). Both sentence types followed a simple
subject-verb-object structure. Semantically incorrect sentences contained objects
that violated the selection restrictions of the preceding verb, as in the sentence
The cat drinks the ball as opposed to The child rolls the ball. If children are able to
process word meaning in sentence context and already possess some knowledge
about the selection restrictions of particular verbs, an N400 to the unexpected
sentence endings should be observable in the ERP for incorrect sentences.

In both groups of children, the sentence endings of semantically incorrect
sentences but not of correct sentences evoked N400-like effects in the ERP, with
a maximum at centro-parietal electrode sites (Figure 12). In comparison to the
adult data, the negativities in children start at about the same time, i.e., at around
400 ms post-word onset, but last longer. This suggests that semantically unex-
pected nouns that violate the selection restrictions of the preceding verb also ini-
tiate semantic integration processes in children but that these integration efforts
are maintained longer than in adults. Despite these processing differences, the
current data indicate that children at the age of 24 and even 19 months are able to
process semantic relations between words in a sentence quite similarly to adults.

Other electrophysiological studies have focused on the processing of lexical-
semantic information at sentence level in older children, namely 5- to 15-year-
olds (Hahne et al. 2004; Holcomb, Coffey, & Neville 1992). These studies reported
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N400-like responses to semantically incorrect sentences for all age groups. Recent-
ly, Silva-Pereyra and colleagues investigated sentential semantic processing abili-
ties in preschoolers and in 30-month-old children (Silva-Pereyra, Klarman, Lin,
& Kuhl 2005a; Silva-Pereyra, Rivera-Gaxiola, & Kuhl 2005b). In the preschoolers
(3- and 4-year-olds), sentence endings that semantically violated the preceding
sentence phrases evoked several anteriorly distributed negative peaks. Similarly,
in 30-month-olds, an anterior negativity between 500-800 ms post-word-onset
was observed in response to semantically anomalous sentences. The distribution
of these negativities did not match the usual centro-parietal maximum of the
N400. Therefore, it is a question whether these negative ERP responses indeed re-
flect semantic integration processes. Here, it would have been useful to have adult
data from the same experimental paradigm as a baseline to determine whether
the used paradigm evokes an N400 component. Nevertheless, these studies show
differential responses to semantically incorrect and correct sentences in young
children. Despite the different effects reported in the ERP studies on sentential
semantic processing, the results of our ERP study suggest that semantic processes
at sentence level, as reflected by an N400-like response, are present at the end of
children’s second year of life.

3.3 Processing of syntactic information

The sole combination of phonological features and semantic units does not yet
create meaningful language. In fact, a well-defined rule system is necessary to
relate the elements of a sentence together in an organized manner, thereby giving
the sentence its structure. The composition of elements is regulated by the syn-
tactic rules of a particular language. These rules are important in both language
comprehension and production, since they enable speakers and listeners to com-
municate who does what to whom. Thus, syntactic rules define the grammatical
relations of words and phrases in a sentence. The analysis of syntactic relations
between and within phrases is a complicated and sophisticated process, yet chil-
dren have acquired the basic syntactic rules of their native language by the end of
their third year of life. However, so far not much is known about the underlying
neurophysiological mechanisms of the particular stages in syntax acquisition.
The ERP method permits investigating the neural correlates of syntactic in-
formation processing by applying the syntactic violation paradigm. Here, syntac-
tically correct and syntactically incorrect sentences are presented. Syntactic vio-
lations are for example realized in morphosyntactic, phrase structure, or tense
violations. In adult ERP studies, two components have been observed in response
to syntactically incorrect sentences containing phrase structure violations. First,
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the ELAN, an early anterior negativity, is interpreted to reflect highly automatic
phrase-structure building processes (Friederici et al. 1993; Hahne & Friederici
1999). Second, the P600, a later occurring centro-parietal positivity, is taken to re-
flect processes of syntactic integration (Kaan et al. 2000) and controlled processes
of syntactic reanalysis and repair (Osterhout & Holcomb 1993; Friederici, Hahne,
& Mecklinger 1996). This biphasic ERP pattern in response to phrase structure
violations has been found for both passive as well as active sentence constructions
(Friederici et al. 1993; Hahne & Friederici 1999; Hahne et al. 2004; Rossi, Gugler,
Hahne, & Friederici 2005).

3.3.1 The detection of phrase structure violations

In sentence comprehension, children are confronted with the challenge of hav-
ing to detect the underlying syntactic structure in the speech input by identify-
ing structural units, such as words and phrases. Here, the relations between and
within phrases are essential to the understanding of and learning about the roles
of syntactic elements that define, for example, the subject and the object of an ac-
tion. An approach to investigate the question of at what age children are able to
process phrase structure information is to test whether children of different age
groups are sensitive to syntactic errors in the form of phrase structure violations.
Similarly to the adult studies, the use of the syntactic violation paradigm in chil-
dren ERP studies, can deliver electrophysiological indicators for the detection of
syntactic errors within phrases.

ERP studies in our laboratory have investigated at what age children process
phrase structure violations and therefore show the syntax-related ERP compo-
nents ELAN and P600 that have been observed in adults (Oberecker et al. 2005;
Oberecker & Friederici 2006). In these experiments, the EEG signal of 24- and
32-month-old children and adults was recorded, while subjects were listening to
syntactically correct, syntactically incorrect, and filler sentences. Syntactic viola-
tions were realized by omitting the noun after the preposition in simple active
sentences, e.g., *The lion in the __ roars versus The lion roars. Thus, syntactically
incorrect sentences contained incomplete prepositional phrases.

In the data analyses, ERP responses to the critical verb of the syntactically
incorrect and correct sentences were compared (see Figure 13). The adult data
demonstrate the expected biphasic ERP pattern in response to the sentences con-
taining a phrase structure violation. The ERP responses of 32-month-old children
show a quite similar pattern to those of adults, although both ERP components
appear in later time windows. Interestingly 24-month-old children also demon-
strate differential ERP responses to correct and incorrect sentences. However, in
this age group only a P600 but no ELAN can be observed.
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Figure 13. Processing of syntactic violations: ERP data of 24-month-olds, 32-month-
olds, and adults in response to syntactically incorrect and correct sentences in a syntactic
violation paradigm (modified from Oberecker et al. 2005).

Other neurophysiological studies have addressed the processing of syntactic
information in older children. Silva-Pereyra and colleagues (2005a, 2005b) exam-
ined the processing of tense violations in active sentences in children between 30
and 48 months. The authors reported a late positivity for the older children and
a very late occurring positivity for the 30-month-olds. Furthermore, Hahne et
al. (2004) investigated the processing of phrase structure violations in syntacti-
cally more complicated passive sentences. The ELAN-P600 pattern was seen in
7-to-13-year-old children; however, 6-year-olds only displayed a late P600 but no
ELAN. In comparison to these results, the ERP data of the present studies show
for the first time that the child’s brain is sensitive to phrase structure violations in
active sentences, even at the age of only 24 months. The ERPs of 32-month-olds
show both initial processes of structure building (ELAN) as well as late processes
of syntactic integration (P600). In contrast, the ERPs of 24-month-old children
suggest a developmental change from 2 to 2.5 years since in these children only
a P600 component without the expected ELAN occurred. Thus, the data indicate
that the two ERP components are somewhat independent and are likely to re-
flect different processing mechanisms that mature at different stages during the
children’s language development.

In summary, the combined results indicate that automatic syntactic processes
reflected by the ELAN are present earlier for active sentences than for passive
sentences during the children’s language development. Furthermore, the data
suggest that the processes reflected by the P600 are established earlier during the
child’s development than those reflected by the ELAN. Here, the ERP method, in
contrast to behavioral methods, can help to understand and sketch the develop-
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mental course of early syntax acquisition, before children can actually produce
comparably complex syntactic constructions.

4. Conclusion

The results of the neurophysiological research conducted in our and other labora-
tories demonstrate that the method of event-related brain potentials is a powerful
tool to investigate and monitor early stages of language acquisition. ERPs allow us
to describe the underlying neurophysiological mechanisms of the language acqui-
sition process as children develop their receptive language skills. In this context,
the described experiments aim to show not only that there are specific ERP indica-
tors of particular language processes in infants and children, but also that these in-
dicators can be used as templates to define the hallmarks of language acquisition.

The described ERP studies in infants and children broadly cover the prosodic,
semantic, and syntactic aspects of language acquisition during the first three years
of life. We have demonstrated that the ERP method delivers information about
the neural correlates of language processes and therefore provides a better under-
standing of the how and when of the developmental stages in the language acqui-
sition process. More specifically, we have seen that a particular ERP component
that reflects discrimination of phonological features is present even in newborns
and can thus be used to examine very early stages of language acquisition. A fur-
ther component that indicates lexical-semantic processes in adults, the N400, is
registered in 14-month-olds, although not yet in 12-month-olds, and can there-
fore be used to investigate phonotactic knowledge, word recognition and process-
ing of lexical-semantic relations between verbs and their arguments in sentences.
For the syntactic domain, an adult-like biphasic ERP pattern, the ELAN-P600, is
present in 32-month-old children, but not yet in 24-month-olds, for the process-
ing of structural dependencies within phrases, thus characterizing the develop-
mental progression of the acquisition of syntax.

The comparison of adult and infant ERP data shows that infant ERP compo-
nents in response to specific processes are sometimes delayed as compared to the
adult components, although the components’ relative timing matches that of the
adult data. Specifically, local phrase structure building precedes lexical-semantic
processes and thematic role assignment. Given the latency delay in infant ERP
components on the one hand, but the appearance of those components as in the
adult data on the other hand, the combined results are in support of a continuity
view of language development.

In summary, the ERP method is proving to be a useful research tool in the
work with infants and children, especially during early stages of language learning.
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The ERP method places virtually no demands on the infants’ behavior and deliv-
ers an on-line measure of the brain mechanisms underlying the infants’ language
processing skills. Although we are still far from a detailed outline of the exact steps
in the language acquisition process, using the ERP method allows researchers to
study language development from very early on and thus provides the possibility
to further fill in the gaps in what we know about language development to gain a
more fine-grained picture of acquisition and its neurophysiological basis.

5.  Future objectives

In the field of developmental neuroscience, researchers aim to achieve a more
detailed understanding of the neuronal correlates of language learning. Despite
the advantages and the fast advancements of neurophysiological and neuroimag-
ing techniques, this research field considerably benefits from the groundbreaking
information provided by behavioral researchers. Thus, effective interdisciplinary
communication is essential to scientific progress, since different research areas,
using various methods and focusing on different aspects of language learning, all
deliver single pieces to the puzzle of language acquisition.

Furthermore, only an interdisciplinary communication between scientists
and early child care providers as well as educators ensures an effective use of new
findings in the field of developmental cognitive neuroscience. Information might
not only help a better grasp of the normal language acquisition process but also
deliver new insights into the nature of impaired language acquisition. Important-
ly, once the ERP method has been further developed so that conclusions can be
drawn not only from group data, but also from individual data, certain ERP com-
ponents might serve as early indicators of an impaired language development. If
the ERP method can be utilized as a diagnostic tool, potential language problems
can be identified early in the child’s development to start intervention.
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Appendix to Chapter 2

1.  How to run an ERP experiment with infants

In working with infants, we are faced with certain limitations that make the experimental pro-
cedure much more challenging than with adults. Specifically, an abbreviated attention span,
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limited verbal and motor skills, frequently occurring hunger and tiredness necessitate short ex-
periments that work without instructions and do not require verbal or motor responses. Ideally,
passive listening paradigms (like the passive oddball paradigm and semantic/syntactic violation
paradigm), sometimes combined with passive viewing (like the picture-word paradigm), are
used and adjusted to the infants’ abilities. In our laboratory, we find that experiments should
take no longer than 10-15 minutes; unless the outcome is not affected by the infants being
asleep (in this case we have found 20-30 minutes acceptable). Although the trial number has to
be drastically reduced for this reason, the presentation of at least 30-60 trials per condition is
required for subsequent averaging. This can be done by reducing the number of experimental
conditions and simplifying the stimulus material as compared to adult experiments. To ensure
a high quality of the recorded EEG data, we also find it useful to program the experiment so
that it can be paused at any point in time or after certain experimental blocks. This allows the
experimenter to immediately react to the infants’ needs, such as rearranging their seating or
reaching for a pacifier.

Passive listening and viewing paradigms enable comparisons across age groups because
infants, children, and adults can all be tested under the same conditions. For adults, the passive
testing condition is sometimes difficult because it requires maintaining attention throughout
the experiment without performing a task. Therefore, in adults it might be useful to monitor
the subjects’ attention via video and motivate them through general instructions and the an-
nouncement of a post-experimental questionnaire on the experiment. Accordingly, possible
attention-related differences in testing conditions should be taken into consideration when
comparing data across age groups or data of different studies.

2.  Hands on infants’ brains: EEG recordings

During the set-up procedure, the infants usually sit on their parents’ lap, watching a book or
playing. While preparing the infants for the EEG recording, all steps should be simultaneously
explained to the parents. The set-up time is individually variable (e.g., dependent on how shy
infants are or whether they are familiar with the situation) and is also dependent on the infants’
age. The younger the infants (1-6 months), the faster the set-up should be completed to avoid
early fatigue effects during the experiment. From about 4 months on it becomes more and
more important to offer interesting distractions, such as jingling toys, hand puppets, or movies.
From about 18 months on, the experimental procedure should be additionally explained to the
children - convincing them on how ‘fancy’ and ‘cool it is to wear such a hat or letting them do
the same set-up on a doll. Since this work demands attention to both infants and parents and
requires very flexible arrangements, we recommend that two experienced experimenters are
present. Also, the set-up should take place in a preparation room (other than the testing room)
with lots of toys and baby equipment to make infants and parents feel comfortable.

Our EEG recording equipment consists of differently sized elastic caps fitted with a low-
density montage of silver-silverchlorid electrodes (EASY CAP GmbH). We find that this low-
density montage system fits the requirements of our developmental research because it is easy
to set up and we do not aim to perform source localization (for source localization purposes
see high-density EEG recordings by Geodesic Sensor Net, Inc.). The number of electrodes used
varies from 9 to 32 depending mainly on the infants’ age (head size) and the applied paradigm.
All electrodes are arranged according to the International 10-20 System of Electrode Place-
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ment (Jasper 1958) or the extended 10-10 System (Chatrian, Lettich, & Nelson 1988), and are
attached to the cap by ring adapters. This montage technique allows for simple cleaning by rins-
ing cap and electrodes separately in warm water and for easy exchange of broken electrodes.
To monitor eye movements (see data analysis), we place additional electrodes on the outer
canti of both eyes and on the infra- and supraorbital ridges of the right eye (electrooculogram;
EOG). Note that, except the electrode below the right eye, all electrodes (including common
reference and ground) are implemented in the cap, so that only one single electrode has to be
placed at the infant’s head, which allows an easy and quick set-up. To ensure proper electrode
placement the elastic cap is fixed by a chest strap because chin straps (often used in adults) are
not comfortable for infants. To apply the conductance gel under the ring electrodes, we simply
use a blunt tip syringe and cotton swabs. Note that the conductance gel should be non-abrasive
and not contain any preservatives.

The EEG recording takes place in a noise-shielded cabin, only equipped with loudspeakers
and a video screen to keep the infants focused on the experiment. During the recordings, the
infants sit on their parents’ lap or in a car seat with the parents sitting next to them (preferably
the latter, since it minimizes movement). In either case, it is very important to carefully instruct
the parents: no talking, no bouncing or swinging, and if necessary redirecting the infants’ at-
tention to the screen by pointing. Also, the parents should wear ear plugs or headphones so that
they cannot hear the acoustic stimuli. During the whole time, the infants are monitored via vid-
eo and if necessary the recording is paused. To achieve eye fixation and reduce movement we
usually provide a silent video (e.g., slowly moving fish) and try to attract the infants’ attention
by hand puppets, soap bubbles, etc. when they become inattentive and restless. If necessary, the
infants also may have a pacifier, bottle, etc. Given the variability in the infants’ state, we highly
recommend to carefully document the exact course of the experiment and the specific testing
conditions to determine possible external influences, such as time of the day, nursing, tiredness,
crying, use of bottle or pacifier, kind of distraction.

3. What to do with the recorded EEG: EEG data analysis

The oft-line processing of the recorded EEG data focuses on the time-locked averaging of the
events of interest to derive ERPs. In some cases, however, specifically in ‘noisy” infant data, prior
filtering and artifact reduction procedures are unavoidable to remove unwanted noise, caused
by head and eye movement, perspiration, etc.

Dependent on the electrode referencing during the recording, the data may have to be re-
referenced. In our experiments, the EEG is recorded to the common reference Cz (an electrode
that is about equidistant from all other electrodes and enables stable recording). Off-line, the
data are then re-referenced to a mathematically linked reference from two separately recorded
electrode sites that are somewhat distant from the other sites and relatively ‘inactive), e.g., the
mastoids. It is important to note that the choice of reference has an influence on the amplitudes
as well as the topography of the ERPs and should be considered when comparing data of differ-
ent studies (for discussion see Dien 1998).

Filtering refers to the removal of certain frequencies from the signal that are sufficiently
different from the frequencies that contribute to the ERP wave form (a matter that becomes
more complicated as the frequency content of the noise and the signal are more similar). Ac-
cordingly, most researchers apply band pass filters that spare, for instance, frequencies between
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0.01 Hz and 30 Hz, known to reflect most of the portion of the ERP wave form. In this way,
high frequencies (e.g., from muscle contractions) as well as very slow frequencies (e.g., from
skin potentials/perspiration) are suppressed. The latter is especially relevant for infant data that
are often drift-contaminated and should not enter ERP averages without prior filtering. Here,
high-pass filters might be even set to 0.5 Hz or 1.0 Hz, if the experiment does not focus on the
analysis of slow potentials. Thus, filters should be designed having both the features of the re-
corded signal and the expected ERP results in mind. In other words, we generally recommend
the use of filters but also advise their cautious application because filters can substantially dis-
tort the ERP data (for more detail on the function and design of filters see, for example, Edgar,
Stewart, & Miller 2005).

Artifact rejection procedures are applied to increase the signal-to-noise ratio by eliminat-
ing trials that contain artifacts. Most artifacts are substantially larger in amplitude than the
EEG signal and originate from various external sources, such as eye movement, head or body
movement, and technical equipment. Automatic artifact rejection procedures are for instance
set to exclude all trials exceeding 100 pV (in adults) or 200 uV (in infants). However, given the
high variability of infant data consideration, we recommend rejecting trials that exceed for
instance a standard deviation of 80 1V in a sliding time window of 200 ms, rather than setting
an absolute amplitude criterion.

A great deal of signal contamination stems from ocular artifacts, particularly blinks that
primarily contribute to the EEG measured at anterior sites. Since infants, in contrast to adults,
cannot be given ‘blink instructions’ the crude rejection of contaminated data might leave too
few trials. For those cases, artifact correction procedures might be more appropriate than the
complete exclusion of contaminated trials. There are various correction procedures that, in a
first step, mathematically calculate the propagation between the eyes and each of the scalp elec-
trodes or determine the spatial components of the eye activity. In the second step, the estimated
EOG proportion (propagation factors) is subtracted from the EEG signal at each site (for a
comparison of the different methods see Brunia et al. 1989). The correction techniques differ
in their mathematical approach and the involved theoretical assumptions, namely regression
methods (e.g., Gratton, Coles., & Donchin 1983; Kenemans, Molenaar, Verbaten, & Slangen
1991), dipole source modeling (e.g., Berg & Scherg 1994; Lins, Picton, Berg, & Scherg 1993),
principal component analysis (PCA, e.g., Ille, Berg, & Scherg 1997), and independent compo-
nent analysis (ICA, e.g., Jung et al. 2000). In the analysis of infant data, we highly recommend
artifact correction procedures to avoid losing too many trials. However, it is important to keep
in mind that each method has its own specific flaws, such as ‘over-correction’ of EEG signal in
regression methods (since the EEG signal also propagates to EOG channels and contributes to
the estimation of regression coefficients; see Iacono & Lykken 1981).

For the averaging procedure a minimum number of artifact-free trials is required. In our
laboratory we require each infant to deliver at least 10-20 artifact-free trials to the individual
average and at least 20-30 subjects to contribute to the overall average. Thus, to complete an
experiment we usually test 30-50 infants with a success rate of 65-85%, depending on the their
age (e.g., 4-month-olds are easier to test than 12-month-olds, who want to get up and walk
around) and the demands of the experiment (e.g., passive listening alone often has a higher
success rate than additional passive viewing).



CHAPTER 3

Using eye movements as a developmental
measure within psycholinguistics

John C. Trueswell

This chapter describes and evaluates the use of eyetracking methods to study
the development of spoken language production and comprehension. The em-
phasis will be on understanding the chain of inferences, or linking assumptions,
researchers commonly make when going from measurements of eye position

to conclusions about attention, reference and sentence parsing. It is argued that
these assumptions are valid, though care is needed when disentangling devel-
opmental changes in visual attention from developmental changes in language
processing abilities.

1. Introduction

Cognitive development is often viewed as the acquisition of knowledge: we learn
facts about the world around us; we learn the words and the grammar of a lan-
guage, etc. An alternative way of thinking about cognitive development, which
has gained some traction recently in the developmental literature, is to treat it
as the acquisition of dynamic skills: we learn how to interact with the world; we
learn how to produce and comprehend a language, etc. The work discussed in this
volume is about this dynamic processing approach to development, particularly
as it pertains to language development. Recent interest in this issue stems in part
from concurrent methodological advancements; it is now possible for instance
to record children’s eye movements as they carry out relatively natural tasks in-
volving language, such as following spoken instructions, inspecting images that
are being described, and even engaging in a spoken conversation with interlocu-
tors. The resulting eye movements, when linked with linguistic events, provide
researchers with a record of each child’s moment-by-moment consideration of
possible referents in the world and thus tell us in some detail about the process the
child is going through when deriving meaning from linguistic forms.
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This chapter describes and evaluates this “visual world” method (Tanenhaus,
Spivey-Knowlton, Eberhard, & Sedivy 1995) and focuses especially on how it has
been applied to sentence processing research with toddlers and children. The em-
phasis here will be on understanding the linking assumptions necessary to use eye
movements to study language development. That is, this chapter will explore the
chain of inferences researchers usually make when going from measurements of
darting eyes to conclusions about attention, reference and even sentence parsing.
The plan is to step through these linking assumptions and explore the extent to
each is valid and how each might interact with known developmental changes in
attention.

I hope to convince the reader that conclusions drawn from developmental
research using this visual world paradigm require careful consideration of how
certain attentional skills develop, in particular, the developing abilities to engage
in the control of information collection (a component of attentional control) and
information re-characterization (a component of cognitive control). I will discuss
how these two kinds of attentional abilities change over development, and how
these changes might bear upon the interpretation of eye movement research in
psycholinguistics. With respect to information collection, it is well known that
the eye movements generated during the visual interrogation of the world are
driven by both exogenous and endogenous factors (i.e., by both bottom-up visual
factors and experience-related goals set by the individual). With respect to infor-
mation re-characterization, it is well known that humans routinely characterize
perceptual input along several different dimensions at several levels of abstrac-
tion. Language is perhaps the parade example of this; we characterize linguistic
input acoustically, phonologically, syntactically, semantically and referentially,
with each characterization having its own representational dimensions. Adult lis-
teners must be able to control the content of these characterizations in real-time
and override certain characterizations when conflicting evidence arises within
and across these levels. Indeed, the skill of dealing with conflict turns out to be
important in the development of sentence comprehension abilities.

With this broader understanding of how attentional and cognitive control
abilities develop, researchers are likely to make (and are already making) signifi-
cant advances in understanding how the dynamics of language comprehension
and production emerge in the young child. It is my hope that touring these facts
here will allow others to take advantage of the visual world method, and that it
will facilitate theoretical advancements in understanding language acquisition as
the development of a dynamic information processing skill.
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2. Thevisual world paradigm and developmental psycholinguistics

Cooper (1974) was the first to use eye movements as a real-time measure of adult’s
spoken language processing abilities. In a series of eyetracking experiments, it
was observed that adult listeners rapidly fixate pictures depicting the referents of
heard speech, often mid-word, prior to the completion of the utterance. This work
received fairly limited discussion in the psycholinguistic community until the re-
introduction of this method by Tanenhaus and colleagues who explored the eye
gaze of listeners in the natural setting of following spoken instructions to move
about objects in the world (Tanenhaus et al. 1995). Tanenhaus et al. demonstrated
that when adult participants follow spoken instructions to manipulate objects in a
task-relevant visual context, fixations to these objects are also closely time-locked
to the elements present in the unfolding utterance that signal abstract represen-
tational units. It was therefore possible from this work to infer a great deal about
the lexical (e.g., Allopenna, Magnuson, & Tanenhaus 1998) and syntactic (e.g.,
Spivey, Tanenhaus, Eberhard, & Sedivy 2002) hypotheses that adults consider as
the speech is perceived. Since publication of this seminal work, a growing body
of research has demonstrated that eye movements can be used to trace the time
course of adult language comprehension, production and even dynamic conver-
sation. (See the edited volumes of Henderson & Ferreira 2004; and Trueswell &
Tanenhaus 2005; for thorough reviews.)

2.1 Eyetracking techniques for use with children

The development of accurate head-mounted and remote eyetracking systems has
made it possible to conduct similar visual world studies with young children, tod-
dlers and even infants. Head-mounted systems (Figure 1) use highly miniaturized
cameras and optics mounted on a visor (two cameras, one trained on the eye and
the other on the surrounding visual world). In these systems, the video output from
the eye camera is analyzed in real time to calculate the current location of the pupil
(i.e., the central position of all the darkest pixels) and the center of the corneal re-
flection (i.e., the central position of the brightest pixels). During an initial calibra-
tion procedure, these coordinates are mapped onto coordinates in the scene video.
This is typically done by asking the participant to look at locations in the world that
correspond to particular pixel coordinates in the scene video. For each location,
the pupil and corneal reflection coordinates in the eye camera are sampled and
paired with a coordinate position in the scene camera. (Informally, the computer is
being told that the participant’s eyeball looks like this when the participant is look-
ing here and it looks like this when the participant is looking over here, etc.). The



76

John C. Trueswell

Figure 1. Head-mounted eyetracking.

resulting matrix of coordinates (triplets of pupil, corneal reflection and position
coordinates) is then analyzed. This analysis creates a multi-dimensional linear or
nonlinear regression equation that reflects the best fit between the eye-calibration
coordinates and the scene-calibration coordinates. This equation can then be ap-
plied in real time throughout the experiment, such that for any pupil and corneal
coordinates, the corresponding scene coordinate is generated and plotted on top of
the scene video (usually as a moving dot or crosshair).

This calibration procedure can be difficult to use with children because it re-
quires the child to hold his/her head still while fixating a target location in the
world. However, some calibration procedures eliminate this problem; in the
point-of-light calibration procedure, the experimenter holds a small light (such
as a small LED) while the participant follows the light around with his/her eyes.
The eyetracking calibration software then samples the position of this bright light
in the scene video and pairs it with the pupil and corneal coordinates from the
eye video, thereby creating a calibration matrix. This procedure does not require
the child to hold still, and substantially decreases calibration time and increases
calibration accuracy.

Remote eyetracking systems (Figure 2) work like head-mounted systems ex-
cept the optics are housed off the head, requiring no visor. These systems require
tracking of the head as well, either via video-based methods (e.g., the Tobii 1750)
or by magnetic head tracking (e.g., the ASL and ISCAN systems). Remote systems
are becoming increasingly popular because they can be easier to use with toddlers
and even infants (e.g., Aslin & McMurray 2004; S. Johnson, Slemmer, & Amso
2004). Most remote systems map direction of gaze directly onto the coordinates
of a computer video display, rather than a scene camera, allowing for simple au-
tomatic coding of eye position. However, it is also possible to use such systems to
generate a three-dimensional vector of the participant’s gaze in the physical world
rather than a virtual world.
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Figure 2. Remote eyetracking.

Figure 3. Poor man’s eyetracker.

Finally, several labs (including my own) also use what we affectionately call
the “poor man’s eyetracker” (Figure 3, see also Snedeker & Thothathiri this vol-
ume). In a modified preferential looking procedure, a video camera is located in
the center of a platform that has been placed in front of the child. This camera is
trained on the child’s face and eyes. Objects are placed on the platform, usually
in four different quadrants around the camera. Direction of gaze toward each
quadrant can be coded from the video of the child’s face; a trained coder can use
a digital video editing system to step through the video frame-by-frame, record-
ing shifts in gaze. Hand coding of this sort is quite time consuming; it takes
approximately an hour to code ten to fifteen experimental trials when each trial
consists of one or two utterances. However, no calibration procedure or expen-
sive eyetracking equipment is required. This hand-coding procedure also toler-
ates considerable head movements without substantial loss in coding accuracy.
We have found that inter-coder reliability is usually 90-95% on a frame-by-frame
basis (Snedeker & Trueswell 2004). Similar hand-coding procedures are used in
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picture-viewing tasks with infants and toddlers (see, e.g., Fernald, Zangl, Portillo,
& Marchman this volume; Swingley, Pinto, & Fernald 1999).

2.2 Data analysis

Regardless of the data collection technique used by the experimenter, similar
analyses can be performed on the resulting gaze record. For each trial of inter-
est, the child’s direction of gaze is linked to the onset of critical speech events
(e.g., the onset of critical words in a sentence) and then averaged across trials and
participants. For example, Trueswell, Sekerina, Hill and Logrip (1999) evaluated
the time course with which 5-year-old children visually inspect a set of four pos-
sible referents, relative to critical word onsets in a sentence. The children were
instructed to look at a centrally located ‘smiley face” sticker and then to follow
instructions to move some of the objects. For purposes of illustration consider a
hypothetical trial in which participants heard: Look at the smiley face. Now put the
frog that’s on the napkin into the box.

A photograph of a sample scene for this item is presented in Figure 4.! Objects
include the target (a frog on a napkin), the competitor (a frog on a plate), a correct
goal (an empty box) and an incorrect goal (an empty napkin). The upper right
panel of Figure 4 shows the eye gaze records from five hypothetical trials. The zero
ms point (where the x and y axes meet) indicates the onset of the spoken word
put. In addition, the onsets of the nouns are marked (frog, napkin and box). On
trial one, the hypothetical participant initiated a look to the target about 400 ms
after the onset of the word frog and then launched a look to the correct goal later
in the sentence. On trial two, the fixation on the target begins a bit later. On trial
three, the first fixation is on the competitor, followed by a fixation on the target
and then the correct goal. On trial four, the fixation sequence is target, incorrect
goal, and correct goal. Trial five shows another trial where the initial fixation is on
the competitor. The lower right panel of Figure 4 provides a plot of the proportion
of looks over time for the four regions, averaged across trials for this hypothetical
participant. These fixation proportions are obtained by determining the propor-
tion of looks to the alternative objects at each time slice (as derived from the trial
samples) and show how the pattern of looks to objects changes as the sentence
unfolds.? The probabilities do not sum to 1.0 because most participants were ini-

1. This figure is modeled after a similar discussion of eye movements appearing in Tanenhaus
and Trueswell (2005).

2. Like most psycholinguistic studies, several similar target trials are provided to the same
participant; e.g., in addition to the frog item, there might be an item involving cows: Put the
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Figure 4. Calculating gaze proportions over time (modified from Tanenhaus &
Trueswell 2005).
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tially fixating on the smiley face, which is not plotted here. If it were plotted, looks
to the smiley face would steadily drop over time while children begin to inspect
the task-relevant objects.

Researchers often define a time window of interest. For example, one might
want to focus on the looks to the target and competitor in a time region starting
200 ms after the onset of the word frog and ending 200 ms after the onset of the
word napkin. This 200 ms offset is designed to take into account that it takes about
200 ms for a participant to program an eye movement to a target (e.g., Matin,
Shao, & Boff 1993, though see below). The proportion of looks to objects, the
time spent looking at the alternative objects (essentially the area under the curve,
which is a simple transformation of proportion of looks), and the number and/or
proportion of looks generated to objects in this time region can then be analyzed.
These different measures are all highly correlated but in principle offer slightly
different pictures of the eye movement record.

The actual data from this condition in the Trueswell et al. study are repro-
duced in Figure 5. Focusing only on the looks to the target and the competitor,
one can see that these looks are fairly well time-locked with the onset of words;

cow that’s in the box onto the book and so on. These target items are identical to each other in
all experiment-relevant ways but differ in terms of the nouns and the objects they refer to. To
avoid task demands, target trials are randomly mixed among numerous filler trials containing
a variety of different linguistic structures and different referents.
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Figure 5. Children’s (5 year olds’) proportion of looks over time to potential referent

objects in response to Put the frog that’s on the napkin into the box. From Trueswell,
Sekerina, Hill and Logrip (1999). Copyright 1999, Elsevier Press.

first, looks to both the target and competitor (the two frogs) rise sharply upon
hearing the first noun, frog, and remain equally distributed between these two ob-
jects until napkin, at which time participants begin to look more at the target (the
frog on the napkin). Similarly, looks to the correct goal rise upon hearing box.

It is not the case that the eyes simply dart to objects that best match the nouns
mentioned in the input. For instance, at the onset of the noun napkin, eye posi-
tion does not split between the two napkins in the scene like it did for the two
frogs when hearing frog. Rather, looks to the target (that has the napkin under it)
prevail over looks to the incorrect goal (the empty napkin). Why would this be?
The most plausible explanation is that this is due to the syntactic position of the
noun napkin in the sentence; this noun is part of a relative clause that unambigu-
ously modifies the NP the frog (i.e., the frog thats on the napkin); as such, the NP
the napkin must refer to the napkin under the frog, not the empty napkin. Similar
time-course data has been reported for adults (e.g., Spivey et al. 2002; Tanen-
haus et al. 1995; Trueswell et al. 1999) and replicated in other children (Hurewitz,
Brown-Schmidt, Thorpe, Gleitman, & Trueswell 2001; Snedeker & Trueswell
2004), all of which suggests that gaze direction is tightly related to the linguistic
events in complex sentences and that reference is being computed by the child
and adult listener in real time.
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3. Linking assumptions

It is crucial to consider the linking assumptions, or chain of inferences, that we just
rapidly ran through when evaluating data like those in Figure 5. As compelling as
this probability plot is, how can we confidently go from eye gaze patterns to the
conclusion that child listeners compute referential hypotheses in real-time? In
order to answer this question, there are at least three crucial linking assumptions
worth evaluating further.

(1) Eye position indicates the child’s current attentional state, and attention is
driven by properties of the world and by the goals of the child.

(2) Intasks requiring the linking of speech to a visual referent world, visual atten-
tion can be used as an indication of referential decisions.

(3) Referential decisions can in turn be used by the researcher to infer the child’s
syntactic parsing decisions, insofar as these parsing decisions were necessary
to determine the referent.

The remaining sections of this chapter unpack each of these linking assumptions
and examine the current experimental literature for validation of these assump-
tions. In particular, Section 3.1 (Eye position is a metric of spatial attention in
adults, children and infants) examines the first of these three linking assumptions.
Section 3.2 (Eye movements can be used to infer referential and syntactic decisions)
examines the latter two assumptions. Wherever relevant, these sections also ex-
plore how observed developmental patterns might interact with these linking as-
sumptions and therefore modify the conclusions that can be drawn when using
the visual world method in developmental psycholinguistics.

3.1 Eye position is a metric of spatial attention in adults,
children and infants

3.1.1 Ocular development

In normal everyday visual inspection of the world, adults rapidly shift their eyes
from location to location approximately 1 to 5 times per second. During these
rapid eye movements, or saccades, the eye is in motion for 20 to 60 ms, and can
reach speeds of 500 to 1000 degrees per second. Saccades allow for the reposition-
ing of visual input onto the fovea, a small central region of the retina that, because
of its higher density of photoreceptors, has considerably better image resolution
than peripheral retinal regions. Each saccade is followed by a fixation, during
which the eye holds essentially still for 150 ms or more depending on the task.
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(For sources and references on eye movements, see Kowler 1995; Liversedge &
Findlay 2001; Rayner 1998.)

For the normally developing newborn, most of these anatomical properties
of the retina are in place at birth or develop rapidly during the first months of life.
Basic fundamental oculomotor abilities are also in place quite early; saccades, fix-
ations, and even the ability to smoothly pursue a slowly moving object all emerge
quickly during the first six months of life and are known to be well in place by
the child’s first birthday (for a review, see Colombo 2001). As discussed below
however, quantitative developmental changes in eye movement abilities do occur
well after the first birthday.

3.1.2 Saccade latency

Only a small number of studies have examined how the latency to launch a sac-
cade to a visual target changes with age in children (Cohen & L. Ross 1977, 1978;
J. Fukushima, Hatta, & K. Fukushima 2000; S. Ross & L. Ross 1983; Salman et al.
2006; Yang, Bucci, & Kapoula 2002). All of these studies show that saccade latency
steadily decreases well into the age ranges studied by most psycholinguists. For
instance, Yang et al. (2002) report that saccade latency to a visually selected target
is on average about 450 ms for 4.5-year-old children and decreases steadily with
age to approximately 250 ms for 12-year-old children and adults. However, some
of these developmental differences may be related to response preparation and/or
the specifics of the task. Cohen and L. Ross (1978) report that 8-year-old children
are as fast and accurate as adults in making saccades to a target when the target
was preceded by a 300 ms warning (see also S. Ross & L. Ross 1983). This latter
finding may be particularly relevant to the psycholinguistic visual world method
because ample response ‘warning’ is given in this task, via linguistic input (Look
at the smiley face. Now put...). Children (5-year-olds) in visual world tasks appear
to show only modest delays in their latency to find a target (Snedeker & Trueswell
2004). And toddlers (18 months) show a 150 ms benefit in targeting a visual ref-
erent when the referential expression is preceded by a linguistic carrier phrase
as compared to when it is not (Fernald & Hurtado 2006; see also Fernald, Zang],
Portillo, & Marchman this volume).

3.1.3 Eye position as index of spatial attention

Although adults can direct spatial attention to regions of space that are not cur-
rently being fixated (often called covert spatial attention, Posner 1980), a growing
body of behavioral and neurophysiological work supports a close link between
current fixation and spatial attention (Findlay 2004; Kowler 1995; Liversedge &
Findlay 2001). Under this view, selection of an object for fixation is determined by
a weighted combination of exogenous and endogenous factors. Attention is in part
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controlled exogenously, i.e., by visual properties of the world that ‘capture’ our at-
tention. Regions of space that are highly distinguished from other areas (especially
sudden onsets of motion, a.k.a., motion transients) draw our gaze quite rapidly
and automatically (e.g., Franconeri & Simons 2003; Jonides & Yantis 1988; Yantis &
Jonides 1984, 1990).% In contrast, experience-driven expectations and navigational
plans also contribute to the visual selection of an object or a region of space, and
thus contribute endogenously to attentional control. Under many natural viewing
conditions, endogenous factors must override exogenous influences so as to allow
for the guidance of attention to objects that are task-relevant but otherwise visually
less salient (e.g., Guitton, Buchtel, & Douglas 1985; Hallett 1978).

There is still great debate in the attention literature regarding the details of
how objects are selected for attention (e.g., in visual search tasks). However, many
current neurocomputational models of attention propose a parallel selection pro-
cess (e.g., Findlay 2004; Rao, Zelinsky, Hayhoe, & Ballard 2001; Zelinsky, Rao,
Hayhoe, & Ballard 1997). Here, the entire visual field at any moment in time is
characterized by multiple ‘saliency’ maps (color saliency, motion saliency, texture
saliency, etc.). Goal-directed orienting is driven by active integration of these sa-
liency maps; for instance, searching for a toy frog would be hypothesized to in-
clude parallel consultation of those spatial regions distinguished by relevant col-
ors, motions, textures, etc. A viewer’s memory for the spatial position of objects
is also likely to play a role (e.g., a recent memory for the location of a toy frog).
A viewer’s working memory for the spatial position of objects appears to be lim-
ited to a small set of items (e.g., Pylyshyn 1994). However it is also believed that
the extent to which a viewer holds the visual details of these objects in memory
depends greatly on the task. For instance, in many simple manual tasks, the per-
ceiver may rely on the external world as a kind of visual ‘memory’ by assuming
that the visual features of objects in the world remain unchanged over time (e.g.,
Ballard, Hayhoe, & Pelz 1995).

Quite clearly, eye movement measurements from the visual world paradigm
rely on the participant’s accurate implementation of visual selection processes,
for which task-relevant endogenous factors are expected to override exogenous
factors: Participants are expected to fixate on what is relevant for carrying out the
instruction, not on what is most colorful or eye-catching. In fact, in an important
sense, the linguistic input can be viewed in this approach as a straightforward
characterization of the participant’s current spatial goals (Look at the smiley face,
Pick up the frog, etc.). Given this, it seems urgent to understand the developmental
time course of endogenous visual selection abilities, particularly in nonlinguistic

3. See also Ruz and Lupiafiez (2002), Yantis (1993), and Yantis and Jonides (1996), for debates
over what exactly captures attention and whether attention capture is truly automatic.
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tasks. Without knowledge of these facts, one will not be able to adequately inter-
pret developmental visual world findings, particularly as they apply to theories of
language processing and language development.

As it turns out, endogenous control of attention by infants begins quite early
in life but appears to have a protracted developmental profile. For instance, in-
fants who are 3.5 to 6.0 months of age or older can learn to reposition their eyes
so as to anticipate the appearance of an object in predictable locations (Haith, Ha-
zan, & Goodman 1988; McMurray & Aslin 2004). These studies, however, do not
involve procedures that require infants to override exogenous factors that might
influence attention. To what extent can infants and toddlers do this? In the first
study of this kind, M. Johnson (1995) placed 4-month-olds in a modified anti-
saccade task: Children had to learn that the sudden onset of a spatial cue on the
left predicted the onset of a rewarding visual stimulus on the right, and vice versa.
Adults in such tasks (e.g., Hallett 1978; Guitton et al. 1985) rapidly learn simul-
taneously to inhibit attention shifts to the briefly presented spatial cue (i.e., to
inhibit pro-saccades to the cue) and to generate anticipatory looks to the reward
location (i.e., to generate anti-saccades, despite the sudden onset on the other side
of the screen). M. Johnson (1995) found that 4-month-olds did learn over the
course of the experiment to inhibit pro-saccades. That is, they learned to not look
at the flashed spatial cue presumably because it became clear that this event was
perfectly correlated with the presence of a reward on the other side of the screen.
However, these same infants were never able to generate anti-saccades. That is,
they did not learn to move their eyes to the reward location prior to its visual
onset. Importantly, as we just mentioned, infants in this age range can anticipate
the location of a reward object when a (non-anti-saccade) spatial cue is provided
(i.e., the Haith et al. 1998, result). Taken together then, it appears that the best
that a 4-month-old can do is counter-act but not completely override exogenous
contributions to attention.

Recently, Scerif, Karmiloff-Smith, Campos, Elsabbagh, Driver and Cornish
(2005) examined the development of anti-saccade abilities over a much larger
age range (8 to 40 months). Scerif et al. found that the proportion of pro-sac-
cades steadily decreases within this age range (from 100% down to approximately
20%) whereas the proportion of anti-saccades steadily increases (from 0% to ap-
proximately 40%). That is, it appears that the ability to simultaneously counter-act
exogenous factors while promoting endogenous factors has a fairly protracted
developmental profile; children under the age of three years are more susceptible
to exogenous factors than older children.
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3.1.4 Implications for the psycholinguist

What are the implications for those developmental psycholinguists who use eye
movements to infer language processing abilities? First, it is clear that eye position
is an excellent metric of attention, even in young children. Provided that children
are given some warning that they will have to find a target, saccade latencies show
only modest delays relative to adults. However, the data show that exogenous and
endogenous contributions to attention change over the course of development,
even into ages tested in many psycholinguistic studies (2.0-3.5 years). It is dif-
ficult to draw straightforward connections between the developmental attention
literature and the developmental psycholinguistic literature because most psycho-
linguistic experiments use very different experimental settings. However, if the
relative influence of exogenous and endogenous factors changes over develop-
mental time, it becomes quite important for psycholinguistic researchers to con-
trol for visual factors known to capture attention (e.g., motion, sudden onsets).
Otherwise, developmental changes that are simply due to general attentional de-
velopment might be misinterpreted as developmental changes related to spoken
language understanding.

For instance, many preferential looking studies compare how children’s visual
inspection of two side-by-side animated movies changes as a function of linguis-
tic input and as a function of development, often between the ages of 1 to 4 years
(e.g., Golinkoff, Hirsh-Pasek, Cauley, & Gordon 1987). This is precisely the age
at which substantial developmental changes are occurring in attentional control.
If differences in visual saliency within contrasting videos (especially differences
in the timing of sudden-onsets and motion within these videos) are not carefully
matched, it is possible to have a situation in which the youngest children’s in-
ability to use linguistic evidence to guide attention is actually due to an inability
to override exogenous factors. An infant/toddler might understand the meaning
of an utterance but fail to use this information to shift gaze because attention has
been captured elsewhere by lower level visual properties. The use of control con-
ditions, in which infant/toddler viewing patterns are recorded in the absence of
relevant linguistic input, does help circumvent this problem, but only partially. It
also needs to be established that for each pair of videos tested, no strong viewing
preferences exist in the control condition.

3.2 Eye movements can be used to infer referential and syntactic decisions

We now turn to linking assumptions 2 and 3, which can be combined and restated
more precisely as follows.
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If a task requires linking speech to a visual referent world, eye movement ex-
periments can be designed to uncover the listener’s ongoing referential decisions
and, by inference, their ongoing syntactic parsing decisions. Note that this does
not mean that at all times where the child is looking is what the child is consider-
ing as the referent. Eye movements in visual selection tasks reflect goal-directed
behavior and as such, studies in which reference is necessary to achieve some goal
(such as acting on spoken instructions) permits a researcher to infer referential
and syntactic decisions.

3.2.1 Experimental support

Is there evidence supporting this linking assumption? Let us return for a moment
to the eye movement record illustrated above in Figure 5, which involved the ut-
terance Put the frog that’s on the napkin into the box. Recall that upon hearing frog,
gaze probability was split equally between the two frogs in the scene. In contrast,
upon hearing napkin, looks did not split between the two napkins but instead
converged only on the target (the frog and the napkin underneath it). It was sug-
gested that this eye pattern for the napkin reflected a particular syntactic parse
that children were pursuing for the phrase that’s on the napkin: It was parsed as a
relative clause modifier of the NP the frog, and hence required the NP the napkin
to refer to the napkin under the frog.

One could, however, argue that this eye movement pattern is not reflecting
structural and referential decisions. For instance, it could be a reflection of a sim-
ple conjunction heuristic: The child has heard frog and napkin and hence he/she
looks to the only quadrant that contains both a frog and a napkin.

There are, however, several ways to design a study that would rule out this
possibility and lend further support to the assumption that eye patterns are re-
flecting the referential implications of parsing choices. For instance, the Trueswell
et al. (1999) study also contained target utterances like the following.

(1) Put the frog on the napkin into the box.

The absence of the that’s in this sentence makes on the napkin temporarily am-
biguous between being a modifier of the NP the frog (i.e., a property of a frog) or
a goal of the verb put (i.e., where to put a frog). Essentially all theories of human
sentence processing predict that listeners should initially parse this ambiguous
on the napkin as a goal rather than a modifier (only to have to revise this parse
upon hearing into the box). Some theories predict this preference based on lexi-
cal facts: The verb put tends to take a goal, usually in the form of a prepositional
phrase (PP). If the child knows this fact, he/she will parse on the napkin as a goal.
Other theories predict this goal preference on the grounds of structural simplic-
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Figure 6. Children’s (5-year-olds’) proportion of looks over time to potential referent
objects in response to Put the frog on the napkin into the box. From Trueswell, Sekerina,
Hill and Logrip (1999). Copyright 1999, Elsevier Press.

ity; linking a PP to a verb is claimed to be computationally simpler than linking it
to an NP. For either of these parsing reasons, our linking assumptions lead us to
predict that children (if they parse in one of these manners) should under these
conditions start considering the empty napkin (the incorrect goal) as a possible
referent of napkin. This is because the most plausible goal for putting a frog in this
case is the empty napkin (not the napkin that already has a frog on it). If a simple
conjunction heuristic is at work, the result should be similar to the unambiguous
sentence (i.e., we should again see increased looks to target — the only quadrant
that has both a frog and a napkin). Figure 6 presents the probability plot for this
temporarily ambiguous sentence.

Consistent with the parsing/reference linking assumptions, looks to the incor-
rect goal do in fact increase soon after hearing napkin in this condition, a pattern
that is reliably different from that in Figure 5 when the phrase was unambiguously
a modifier. Notice also that as a consequence of interpreting on the napkin as a
goal rather than a modifier phrase, children are having trouble distinguishing
between the two frogs (they are looking equally at both the target and competi-
tor frogs for an extended period of time; see Figure 5). This additional pattern is
also expected under the parsing and reference assumptions; if on the napkin isn't
parsed as a modifier (but rather as a goal), then this phrase is no longer informa-
tive for distinguishing between the two frogs.

Since the publication of Trueswell et al. (1999) numerous other studies have
been conducted that also use children’s eye movement patterns during spoken
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language comprehension to infer ongoing syntactic and referential decisions.
Snedeker and Trueswell (2004) showed that children’s initial parsing preferenc-
es for syntactic ambiguities like that in example sentence (1) are the product of
children’s sensitivity to verb biases and not a simplicity parsing heuristic. Similar
conclusions have been drawn by Kidd and Bavin (2005).

With respect to the study of reference resolution in children, several research
teams have used eye movements to explore children’s developing ability to re-
solve referential ambiguities associated with pronouns (Arnold, Brown-Schmidt,
& Trueswell in press; Sekerina, Stromswold, & Hestvik 2004; Song & Fisher 2005).
This work shows that children as young as 3 years of age quickly and rapidly
use the gender morphology of personal pronouns (he/she) to resolve otherwise
ambiguous referents. However, less reliable predictors of referent choice (such as
some discourse factors related to order of mention) appear to take longer for the
child to master.

Nadig and Sedivy (2002) and Epley, Morewedge and Keysar (2004) have ex-
amined children’s eye movements in referential communication tasks, so as to
explore the extent to which children compute the visual perspective of their inter-
locutors. This gaze information can in principle help determine what are plausible
referents for utterances (i.e., help determine which referent objects are plausibly
in common ground). Currently, there is some debate regarding children’s ability
to use this information; Nadig and Sedivy (2002) obtain positive results whereas
Epley et al. (2004) find that children fail to use common ground in such commu-
nication tasks. (See an explanation of this apparent discrepancy below, in Section
3.2.2.) In addition, our lab has recently begun exploring how speaker gaze direc-
tion might be used by the child listener to infer parses of ambiguous strings and
even the meaning of novel verbs (Nappa, Trueswell, & Gleitman 2006).

Cross-linguistic comparisons of child sentence processing abilities are also
starting to use the visual world method. For instance, Choi and Trueswell (in
preparation) have been exploring children’s parsing preferences in Korean, a head-
final language in which verbs routinely occur at the end rather than the beginning
of imperative sentences. This work shows striking similarities across languages in
the child’s ability to use detailed lexical-syntactic / morpho-syntactic probabilities
in real time, so as to estimate the most likely intended structure of a sentence.
Also, Sekerina and Brooks (2007) have been exploring Russian children’s word
recognition abilities in various visual and linguistic contexts.

And finally, Snedeker and colleagues have been using the visual world method
to understand structural priming patterns in comprehension (Snedeker & Tho-
thathiri this volume; Thothathiri & Snedeker in press) and to explore children’s
understanding of quantification and scope (Huang & Snedeker 2007). These
studies use processing patterns to ask questions about the underlying linguistic
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representations that children are forming during development. For instance, the
presence of structural priming patterns that are independent of the particular
lexical items used in an utterance can in principle be quite informative for issues
pertaining to the levels of abstraction that children are able to operate over when
acquiring and processing a language.

It is important to note that most of these recent studies used the particular
method described above, in which participants act upon objects based on spoken
instructions. However, some studies (e.g., Arnold et al. in press) asked children to
decide if a spoken sentence accurately described a visually co-present picture. Here
the goal-directed behavior also requires linking speech to the visual referent world,
and as a result can provide informative patterns related to referent resolution. It
has been our experience that simply asking children to passively “look at pictures
and listen to a story” leads them to become more easily distracted and less likely to
inspect the visual scenes. This observation is consistent with the linking assump-
tions discussed above: goal-directed behavior that requires referential linkage to
the world is much more likely to yield interpretable eye movement patterns.

3.2.2 Developmental interactions

Before closing this discussion of using eye movements to infer parsing and refer-
ential decisions, it is important to explore for a moment the possibility that facts
about general cognitive development might also interact with our visual world
measures. For instance, the adult ability to dynamically and flexibly reconsider
possible interpretations of a sentence on the fly over the course of the sentence no
doubt requires some skill to execute in a timely manner. What general cognitive
skills, if any, might be needed to achieve this? And do children have these prereq-
uisite cognitive abilities, or do they show a protracted developmental profile?

It is well known, for instance, that for nonlinguistic tasks, children 12 years
of age and younger show difficulty reinterpreting situations and inhibiting pre-
potent responses to stimuli (e.g., Bialystok 2001; Bunge, Dudukovic, Thomason,
Vaidya, & Gabrieli 2002). For instance, children under the age of 6 years show dif-
ficulty discovering the alternative interpretation of ambiguous figures (Bialystok
& Shapero 2005). Similarly, children in this age range show difficulties overriding
a rule that they have recently learned for characterizing a stimulus, as in the Wis-
consin Card Sorting Task, where children continue to sort based on the original
rule while normal adults can switch rules with relative ease. (For discussion of
these and related experimental findings see Davidson, Amso, Anderson, & Dia-
mond 2006, and references therein.)

Put another way, children are ‘cognitively impulsive’ Automatic and/or high-
ly learned responses to stimuli are often difficult for a child to rescind and revise.
Observed changes in this behavioral pattern over development follow nicely from
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what is known about the brain systems that support ‘cognitive control’ of this
sort. Frontal lobe systems (particularly, left and right prefrontal cortex) have been
implicated in adults to support a range of cognitive control abilities (e.g., Bunge
et al. 2002; Thompson-Schill et al. 1998). These very same brain regions also show
some of the most delayed neuroanatomical maturational profiles; for instance,
myelination of neurons within these frontal systems is not complete until quite
late in normal human development, i.e., as late as 5-10 years of age, if not later
(see Diamond 2002, for a discussion).

Interestingly, this cognitive impulsivity was also observed for the 5-year-olds
in the Trueswell et al. (1999) Put-study. Consider again the eye movement patterns
in Figure 6, for the ambiguous sentence Put the frog on the napkin into the box.
Children never consistently converged on the intended target frog (looking just
as often at the competitor), suggesting that they never realized that on the napkin
could be a Modifier of the NP the frog. In fact, children’s ultimate actions suggested
they had not fully recovered from their garden-path: Children were at chance se-
lecting between the two frogs, and frequently (60% of the time) moved the selected
frog to the incorrect goal - placing the frog on the empty napkin, or placing the
frog on the empty napkin and then into the box. This difficulty was clearly related
to ambiguity, since these same children made essentially no errors in response to
unambiguous materials: Put the frog that’s on the napkin into the box.

Researchers who are not predisposed to thinking of child language use as
an emerging dynamic process might interpret such child failures as indicating
an age range at which children lack some knowledge; perhaps they have not yet
‘acquired’ the restrictive (NP modifying) PP structure. Two findings rule out this
possibility and point to the account of children ‘failing to revise’ First, Hurewitz et
al. (2001) showed that children within the relevant age range can produce restric-
tive NP modifiers (e.g., the frog on the napkin, the one on the napkin) when asked
about two visually co-present referents. These same children nevertheless go on
to misinterpret put-sentences like (1) in exactly the same way as that found by
Trueswell et al. (1999). This suggests that in the traditional sense, these children
have acquired this structure.

Second, similar parsing failures in comprehension have recently been seenina
special population of adults - specifically, an individual with a focal lesion to fron-
tal lobe regions known to be responsible for cognitive control (Novick 2005; see
also Novick, Trueswell, & Thompson-Schill 2005, for a discussion). In this study,
this individual (Patient NJ) was given a battery of neurocognitive tasks designed to
test frontal lobe functioning, but also the Put-task described above. NJ showed the
characteristic deficits in cognitive control, i.e., not being able to inhibit pre-potent
responses to various stimuli. Interestingly, NJ showed a parsing pattern quite simi-
lar to 5-year-olds; he failed to revise on ambiguous trials, moving (for instance)
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the frog onto the empty napkin (the incorrect goal) and then into the box (the cor-
rect goal). Like 5-year-olds, NJ made no errors on unambiguous versions of these
sentences (Put the frog that’s on the napkin into the box). Also quite interestingly,
NJ has been found to have difficulty resolving highly biased ambiguous words as
well (Novick, Bedny, Kan, Trueswell, & Thompson-Schill in preparation). Thus,
NJ, who has deficits in cognitive control, shows precisely the sorts of linguistic
processing deficits one might expect if cognitive control plays a role in parsing
and interpretation, i.e., an inability to recover the subordinate meaning of a highly
biased ambiguous structure or a highly biased ambiguous word.

This surprising association between specific frontal lobe deficits and garden-
path recovery bodes well for dynamic processing accounts of child language de-
velopment. Given that frontal-lobe neural systems are some of the last regions of
the brain to fully mature anatomically, it is completely plausible that children’s
dynamic processing systems are hindered by delayed development of systems re-
sponsible for engaging cognitive control, specifically the ability to recharacter-
ize otherwise supported interpretations of linguistic input. Khanna, Boland and
Cortese (2006) explore this and related hypotheses as they pertain to children’s
developing ability to resolve word sense ambiguity.

Interestingly, children’s inability to use joint-attention contextual constraints
in referential communication tasks may be related to these issues. For example,
Epley et al. (2004) found that 5-year-olds act egocentrically when selecting a ref-
erent, sometimes picking as a referent an object that was visible only to the child
and not to the adult speaker. However, picking the intended “common-ground”
object (i.e., the object that was visible to both the speaker and the listener) always
required the child to select the subordinate meaning (or less prototypical mean-
ing) of the referential expression. When this is controlled for (as was the case in
Nadig & Sedivy 2002), children’s use of joint eye gaze returns. Taken together, the
data suggest that children weigh multiple linguistic and nonlinguistic constraints
when making referential decisions. However, if this multiple constraint process
requires overriding potent linguistic tendencies, cognitive control is necessary
and difficulty may ensue.

4.  Summary and conclusions

A common way of thinking about cognitive development is as the gradual acqui-
sition of knowledge about the world. Alternatively, we can think of development
as the acquisition of dynamic skills: We learn how to interact with the world; we
learn how to produce and comprehend a language, etc. This chapter has reviewed
some key experimental findings within the developmental psycholinguistics lit-
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erature that encourages this dynamic, functional way of thinking about language
learning. Studies that have recorded the eye movements of young children as they
hear spoken instructions have to date been quite successful at uncovering ongo-
ing referential and syntactic processes as they occur over the course of hearing
each sentence.

An evaluation of the linking assumptions necessary to interpret findings from
this methodology suggests that these assumptions are valid. However, caution and
care is necessary when performing such research because developmental changes
in attentional control and cognitive control can in principle interact with obser-
vations from this method. It is important to note that this concern is true of any
experimental method when applied to the study of development; the onus falls
on the developmental researcher to understand and even seek out these interac-
tions in their experimental findings. Otherwise, developmental observations can
be easily misattributed to the researcher’s theoretical topic of interest. For instance,
the present evaluation of the visual world methodology suggests that care must
be taken in understanding how general attentional control and cognitive control
change with age. Developmental shifts were identified in the relative contribution
of exogenous and endogenous factors when it comes to the direction of spatial at-
tention, particularly in younger children (3 years of age and younger). In addition,
developmental shifts exist in general cognitive control abilities well into a child’s
10th year of life. Children show a domain-general difficulty overriding initial char-
acterizations of stimuli. This same difficulty is also manifested in language process-
ing: Children sometimes have difficulty overriding their initial characterization of
a sentence and hence sometimes fail to recover from garden-paths.

No doubt as our understanding of visual attention in the infant and child
grows, significant advances will also simultaneously occur in our understanding
of language learning and language processing, particularly in the relatively natu-
ral setting of discussing visually co-present referents. The visual world method
serves as an important new way of evaluating the dynamics of language use in
the young child. Significant theoretical advances have been made through the ap-
plication of this and other real-time measures of language use. Indeed, the visual
world method in particular has shown itself to be extremely valuable for under-
standing language representation and use as it develops from infancy into adult-
hood. The method is well suited for experimental investigations at multiple levels
of linguistic representation (phonological, lexical, syntactic and referential) and
offers important insight into the fine-grain temporal dynamics of these systems
as they grow and mature.
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CHAPTER 4

Looking while listening

Using eye movements to monitor spoken language
comprehension by infants and young children

Anne Fernald, Renate Zangl, Ana Luz Portillo
and Virginia A. Marchman

The “looking-while-listening” methodology uses real-time measures of the time
course of young children’s gaze patterns in response to speech. This procedure
is low in task demands and does not require automated eyetracking technol-
ogy, similar to “preferential-looking” procedures. However, the looking-while-
listening methodology differs critically from preferential-looking procedures

in the methods used for data reduction and analysis, yielding high-resolution
measures of speech processing from moment to moment, rather than relying on
summary measures of looking preference. Because children’s gaze patterns are
time-locked to speech and coded frame-by-frame, each 5-min experiment re-
sponse latencies can be coded with millisecond precision on multiple trials over
multiple items, based on data from thousands of frames in each experiment.
The meticulous procedures required in the collection, reduction, and multiple
levels of analysis of such detailed data are demanding, but well worth the effort,
revealing a dynamic and nuanced picture of young children’s developing skill in
finding meaning in spoken language.

1. Introduction

Developmental studies of comprehension in very young children have relied
traditionally on off-line measures, responses made after the offset of the speech
stimulus that do not tap into the real-time properties of spoken language. Studies
of incremental processing by adults rely on on-line measures that monitor the
time course of the listener’s response in relation to key points in the speech signal.
Because comprehension occurs rapidly and automatically without time for reflec-
tion, it is revealing to study the listener’s interpretation during speech processing
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and not just afterward. Classic on-line behavioral techniques used to investigate
incremental speech processing by adults include phoneme monitoring (Cutler &
Foss 1977), gating (Grosjean 1985), and cross-modal priming (Marslen-Wilson
& Zwitserlood 1989), among others. Although some of these have been adapted
for use with school-aged children (Cutler & Swinney 1987; Walley 1993; Clahsen
this volume), the task demands are often problematic for younger children. Re-
search with adults using automated eyetracking techniques has been extremely
productive in recent years, providing sensitive on-line measures high in ecologi-
cal validity (Tanenhaus, Magnuson, Dahan & Chambers 2000). This technique
also been used with 4-5-year-old children (Trueswell, Sekerina, Hill, & Logrip
1999; Snedeker & Trueswell 2004).

Here we describe a simpler but equally powerful experimental method for
monitoring the time course of comprehension by infants and very young children,
which we call the looking-while-listening procedure. In this procedure, children
look at pairs of pictures while listening to speech naming one of the pictures. Their
gaze patterns are videotaped and eye movements are measured with high precision
in relation to relevant points in the speech signal. Using the looking-while-listening
paradigm, we have shown that speed and efficiency in infants' on-line responses
to familiar words in continuous speech increase dramatically over the second year
for both English- and Spanish-learning children (Fernald, Pinto, Swingley, Wein-
berg, & McRoberts 1998; Hurtado, Marchman, & Fernald 2007), that 24-month-
olds are able to process phonetic information incrementally (Swingley, Pinto, &
Fernald 1999; Fernald, Swingley, & Pinto 2001), and that individual differences
in children’s speech processing efficiency are related to their level of lexical and
grammatical development (Fernald, Perfors, & Marchman 2006). These and other
recent findings validate the looking-while-listening paradigm as a powerful new
method for exploring how very young children take advantage of perceptual and
linguistic features of the speech they hear in relation to information in the visual
world, as they learn to find meaning in spoken language.

1.1 Research on the early development of receptive language skills

Long before they can speak their first words, infants begin to reveal their emerg-
ing knowledge of language by responding meaningfully to the speech they hear.
Yet because comprehension is a mental event that can only be inferred indirectly
from a child’s behavior in a particular context, the early development of receptive
language competence has been less accessible to scientific inquiry than develop-
mental gains in speech production. However, research on infant cognition over
the past three decades has led to valuable experimental methods for “reading the
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minds” of very young language learners, techniques that have made it possible
to explore the developmental origins of understanding in greater depth and with
greater precision. Much of this research has examined how infants become at-
tuned to sound patterns in the ambient language over the first year of life (e.g.,
Werker & Tees 1984; Kuhl 2004), and attend to speech patterns relevant to lan-
guage structure (e.g., Jusczyk 1997; Saffran 2002). These studies show that over
the first year infants become skilled listeners, able to make distributional analyses
of phonetic features of spoken language, and that they form some kind of acous-
tic-phonetic representation for frequently heard sound patterns (e.g., Halle & de
Boysson-Bardies 1994). Such accomplishments are often cited as evidence for
early “word recognition” But since this selective response to familiar words can
occur without any association between particular sound patterns and meanings,
it is perhaps appropriately viewed as evidence for pattern-detection abilities pre-
requisite for recognizing words in continuous speech. Much less is known about
how language-specific processing strategies continue to develop beyond the first
year, as children in their second and third years begin to appreciate regularities at
higher levels of linguistic organization, using their emerging lexical and morpho-
syntactic knowledge to make sense of spoken words and sequences of words in
combination (see Fernald & Frank in press; Naigles 2002).

1.2 Observational and off-line experimental measures
of children’s skill in comprehension

Between the ages of 10 and 14 months children typically begin to show signs of
associating sound patterns with meanings, speaking a few words and appearing to
understand many more. By the end of the second year, they reveal progress in un-
derstanding through increasingly differentiated verbal and behavioral responses
to speech. But growth in receptive language competence is harder to observe than
growth in productive abilities, because the processes involved in comprehension
are only partially and inconsistently apparent through the child’s spontaneous be-
havior. Scientific studies of early comprehension have made use of quite different
methodologies that fall into four main categories (see Fernald 2002): Diary stud-
ies provided the first systematic observational data on early comprehension abili-
ties, describing how young children appear to interpret speech in their everyday
activities and interactions (e.g., Lewis 1936; Bloom 1973). Studies of vocabulary
growth use parental-report checklists to track changes in the estimated size of
the child’s receptive lexicon; such changes correlate in interesting ways with later
grammatical development (e.g., Fenson, Marchman, Thal, Dale, Reznick, & Bates
2007). Naturalistic experiments on comprehension use behavioral responses to test
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infants™ ability to identify familiar words (e.g., Benedict 1979) and understand
words in combination (e.g., Shipley, Smith, & Gleitman 1969). Experiments on
word learning constitute the largest area of research related to early understand-
ing: one approach focuses on how cognitive biases guide inferences about word
meanings (e.g., Markman 1989); others explore how children use linguistic (e.g.,
Katz, Baker, & McNamara 1974) and pragmatic knowledge (e.g., Tomasello 2000)
to guide these inferences.

All of these approaches rely on off-line measures of comprehension, i.e., as-
sessments of understanding based on observing the child’s behavior after hearing
a particular linguistic stimulus. In the case of diary observations and parental-
report checklists, the judgment that a child does or does not “understand” a word
such as dog or cup is made informally by adults who interact regularly with the
child in many different contexts. In the case of off-line measures used experi-
mentally, these judgments are based on the child’s behavior in a more controlled
situation, with a clearly defined response measure such as choosing an object or
pointing to a picture given two or more alternatives. What these measures have
in common is that they all are based on children’s responses to a spoken word or
sentence after it is complete rather than as it is heard and processed. While such
off-line procedures enable researchers to assess whether or not a child responds
systematically in a way that indicates understanding, they do not tap into the
real-time properties of spoken language and thus reveal less about the child’s de-
veloping efficiency in identifying and interpreting familiar words in continuous
speech.

1.3 The development of preferential-looking measures
for assessing comprehension

In 1963 Robert Fantz published the first study using a preferential-looking meth-
od with infants, showing that even newborns looked selectively at some visual
stimuli over others. Although Haith (1980) later questioned whether “preference”
was the appropriate way to characterize infants’ selective looking behavior, the
findings that emerged from dozens of preferential-looking studies in this period
suggested that certain early visual biases appeared to be independent of previous
experience with particular stimuli. Adapting the preferential-looking procedure
to investigate cross-modal perception in infants, Spelke (1976) presented infants
with two visual stimuli, only one of which matched a simultaneously present-
ed auditory stimulus, and found that infants looked significantly longer to the
matching than to the non-matching visual stimulus. This auditory-visual match-
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ing procedure was later modified in different ways by investigators interested in
the development of language comprehension in the early years of life.

The first experimental procedures for testing infants’ knowledge of object
words in a controlled setting were also introduced at the end of the 1970s. Bene-
dict (1979) found that 12-month-olds would orient reliably to a familiar object
when it was named, even when nonverbal behaviors such as gaze and pointing by
the speaker were eliminated. In a more precisely controlled procedure using eye
movements as an index of word recognition, Thomas, Campos, Shucard, Ramsey
and Shucard (1981) compared the ability of 11- and 13-month-old infants to
identify a familiar named object from an array of competitors matched for visual
salience. The finding that some 12-month-olds could identify the correct referents
of a few familiar words was hardly surprising, since that much was known from
observational studies and parental report. What this new method offered was a
way to assess word recognition more objectively. Unlike the informal observa-
tions of comprehension used earlier, this procedure enabled the experimenter to
standardize stimulus presentations, to define carefully which behaviors counted
as a correct response, and to eliminate gestural and other nonverbal cues from the
experimenter that might indicate the target object.

The innovative studies by Spelke (1976) and Thomas et al. (1981) provided
a foundation for later research by Golinkoft, Hirsh-Pasek, Cauley and Gordon
(1987) and by Reznick (1990) in which preferential-looking measures were fur-
ther adapted for use in assessing early language comprehension. The version of
the method developed by Golinkoff et al., now known as the “intermodal prefer-
ential looking paradigm” (IPLP), has been used in numerous studies (e.g., Hol-
lich, Hirsh-Pasek, & Golinkoff 2000; Shafer & Plunkett 1998; Meints, Plunkett,
& Harris 2002). In the procedures used in these studies, infants are shown two
pictures of objects as they hear speech naming one of the objects. In some studies
gaze patterns are coded in real-time using a button box to record fixations on the
target and distracter objects and shifts between the two pictures. The dependent
measures typically used as an index of comprehension in such studies include
total looking time to the target picture and duration of longest look to the target
picture. With these measures, researchers using the IPLP have been able to in-
vestigate several interesting questions about children’s early lexical and syntactic
knowledge - for example, whether or not infants at a particular age look relatively
longer to the correct target picture than to the distracter picture when asked to
identify the target object in a sentence such as Find the cat (e.g., Golinkoft et al.
1987), or to interpret a spatial proposition in a sentence such as Look at the cat on
the table (Meints et al. 2002).
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1.4 'The evolution of the looking-while-listening procedure:
Moving to real-time measures

Informed by the studies of Thomas et al. (1981), Golinkoft et al. (1987), and
Reznick (1990), our research group began to use a modified version of the prefer-
ential-looking method to investigate whether particular features of infant-direct-
ed speech, such as exaggerated pitch and vowel lengthening, might make it easier
for young language learners to identify familiar words in fluent speech. Our initial
goal in modifying the preferential-looking paradigm was to increase the sensi-
tivity, reliability, and validity of the measures, by making minor modifications
to the procedure that served to eliminate confounding variables. Earlier prefer-
ential-looking studies had used different stimuli as target and distracter objects,
thus potentially confounding object salience with target status. And some had
also failed to counterbalance side of target object presentation, another confound
that made it difficult to interpret infants’ selective looking behavior unambigu-
ously. To address these concerns, we made sure that all target objects were also
presented as distracters to reduce the influence of initial object preferences, and
that side of presentation was fully counterbalanced to control for possible side
bias. These and other minor but potentially influential changes were undertaken
to increase internal validity in our experimental designs. In addition, we made a
major change in the measures used to capture infants’ gaze patterns in response
to speech: Rather than coding eye movements in real-time using a button box, as
was the practice in other preferential-looking procedures at the time, we began to
code eye movements from the videotapes, frame-by-frame in slow motion. This
change enabled us to eliminate from our measurements the noise introduced by
the ca. 300 ms latency of the observer to press the button, a critical first step in the
direction of achieving greater precision in our dependent measures. These modi-
fications resulted in a labor-intensive version of the original procedure, requiring
several hours to code the record of each 5-min test session, but the enhanced reli-
ability of the measurements justified the effort.

However, we were still not yet taking full advantage of the potential for in-
creased temporal resolution in our measures of infants’ gaze patterns. In the
Golinkoff et al. (1987) paradigm, word recognition was operationalized as a ten-
dency to look longer at the named target picture than at the distracter picture,
with looking-time-to-target averaged over a 6-s measurement window following
offset of the speech stimulus. A similar criterion is common today in most labs
using this procedure (Hollich et al. 2000; Schafer & Plunkett 1998), and we ad-
opted it initially as well. The 6-s response window reflected a premise that seemed
entirely reasonable at the time. Although psycholinguistic research with adults
had recently shown that experienced listeners can process speech incrementally,
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generating hypotheses about word identity based on what they have heard up to
that moment (Marslen-Wilson & Zwitserlood 1989), we simply assumed that in-
fants would be considerably slower than adults in processing continuous speech.
And since there were no data yet available on the time course of real-time speech
processing by infants, we had to discover the hard way, through a long process of
trial and error, how wrong we were in this assumption!

In three early studies we tested infants at different ages to investigate the in-
fluence of prosodic features on their ability to recognize familiar words. While
these results were promising (Fernald, McRoberts, & Herrera 1992; see Fernald,
McRoberts, & Swingley 2001, for a review of these findings), it became increas-
ingly clear that we needed to understand better how the time course of infants’
responses changed with development over the second year. For example, when
using a percent-correct measure averaged over a 6-s measurement window, we
were surprised to find that 24-month-olds apparently performed less well than
18-month-olds. This counterintuitive result suggested that our measures of look-
ing time were failing to capture the gains in accuracy expected toward the end of
the second year, an observation that led us to make parametric reductions in the
time window over which looking-time was averaged. When we used a 4-s mea-
surement window, the data began to make more sense, and with a 2-s window, the
predicted improvement in word recognition finally became clear: for 18-month-
olds the mean percentage of looking time to the target picture during this much
shorter window was ca. 60%, and for 24-month-olds it rose to 80%. By adopting
the 6-s coding window that was standard at the time, we had greatly underesti-
mated the accuracy of 24-month-olds in this word recognition task; these older
infants had in fact oriented quickly to the target picture upon hearing it named
and had looked at it for 2-3 seconds, but then they tended to look back at the
other picture or to look away. Since these look-backs and look-aways by the 24-
month-olds in most cases followed a correct response within a few seconds, they
were actually a sign of rapid processing; however, when this post-response “noise”
was averaged into the percent-looking-to-target averaged over a 6-s window, the
24-month-olds looked less overall and thus appeared to be less accurate than 18-
month-olds. This discrepancy was obviously not because the older children were
slower or less reliable in recognizing familiar words, but rather because they re-
sponded more quickly than the younger children and then tended to lose interest
in the target picture midway through the 6-s window.

It was clear from these analyses that infants were able to identify familiar spo-
ken words much more rapidly than we had imagined possible. Thus at this point
we made two important procedural changes: First, we began to measure infants’
eye movements from the onset of the target word, not the offset. And second,
rather than averaging looking time over an arbitrary, fixed coding window (which
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might be suitable at one age but not at another), we began to code eye movements
at the finest level of resolution possible given the limits of our technology. In the
first published study using time course measures of spoken word recognition with
infants (Fernald et al. 1998), this limit was 100 ms, the resolution of our time-
code generator at that time. In subsequent studies the level of resolution increased
to 33 ms, the duration of a single video frame. This change was critical in enabling
us to move from the global measure of total looking time to the target picture to
a much more precise measure of reaction time, capturing the child’s latency to
shift from the distracter to the target picture. Through this incremental process
of refining our analysis techniques and improving our coding technology, the
looking-while-listening procedure has become an increasingly powerful method
for monitoring the time course of infants’ comprehension of continuous speech,
enabling us to measure reaction time as well as accuracy in word recognition in
very young language learners. The result is a testing procedure with minimal task
demands that can be used with both infants and adults, yielding eye movement
data comparable in reliability and precision to data from adult studies that require
technically more sophisticated automated eyetracking methods (e.g., Tanenhaus
et al. 2000; Henderson & Ferreira 2004).

2. From preference to reference: A nuts-and-bolts overview
of the looking-while-listening paradigm

In this section we provide an overview of the looking-while-listening procedure,
following the traditional format of a Methods section in a research report (i.e.,
describing participants, procedure, etc.). However, consistent with the focus on
methodology in this volume, the information in each section extends beyond the
details relevant to any particular study, integrating our experience using this para-
digm with many different experimental designs and with participants ranging
from 12-month-old infants to adults. Our goal here is to present an overview of
the looking-while-listening paradigm at a functional level, discussing the logic of
each step in the procedure, from preparing and running an experiment to coding
eye movements and analyzing the data using several different measures of effi-
ciency in spoken language processing.

As mentioned in the introduction, the looking-while-listening procedure is
superficially similar to a preferential-looking procedure in that infants are shown
two pictures on each trial and hear speech naming one of the pictures as we re-
cord their gaze patterns in response to the speech signal. But the static notion of
“preference” is irrelevant for our purposes. Rather than construing infants’ look-
ing behavior in response to spoken language as motivated by preference, we are
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interested in how children establish reference by making sense of spoken language
from moment to moment, a process of incremental interpretation that is highly
dynamic in adult comprehension (e.g., Knoeferle & Crocker 2006). Rather than
relying exclusively on a single preference score based on total looking to the target
averaged over a fixed coding window following the speech stimulus, we are also
interested in the time course of looking to the referent as the sentence unfolds. To
achieve this goal we code children’s gaze patterns off-line through careful frame-
by-frame inspection, enabling precise measurement of their latency to initiate an
eye movement toward the appropriate referent, time-locked to critical moments
in the speech signal on each trial. Thus the looking-while-listening procedure
incorporates the same sensitive temporal measures used in eyetracking studies
with adults and older children (see Trueswell & Tanenhaus 2005), differing from
those methods in only three noteworthy respects: first, we typically use visual
displays with only two alternatives rather than more complex scenes involving
four or more displays; second, we do not to use an automated eyetracker, because
comparable precision and reliability can be achieved using our high-resolution
video coding procedures; and third, an inherent constraint in working with in-
fants and very young children is that they have limited and fluctuating attention;
thus we have to design experiments lasting just a few minutes with only 30-40
trials, which yield much less (and potentially noisier) data than the longer experi-
ments with hundreds of trials that are possible in studies with adults.

2.1 Participants

The looking-while-listening paradigm has been used effectively in our laboratory
with infants as young as 14 months of age as well as older children and adults.
When we tested 12-month-olds in several pilot studies using this procedure, we
found their performance to be close to chance, as did Zangl, Klarman, Thal, Fer-
nald and Bates (2005) in a study using a similar procedure. While 12-month-olds
are happy to look at the pictures displayed, they are likely to fixate on only one
picture and ignore the other on any given trial, shifting less frequently overall
than infants just two months older. This pattern of results with younger infants
reflects their limited linguistic knowledge, but may also result from attentional
limitations at this age.

2.2 Preparing visual stimuli

In studies in which we assess recognition of familiar words, the visual stimuli
consist of pictures of real objects with which infants and toddlers are very famil-
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iar. The target objects chosen for each study have names that are highly likely to
be understood by children in the relevant age range, based on vocabulary norms
for the MacArthur-Bates Communicative Development Inventory (Fenson et al.
2007). Realistic images of common objects judged to be prototypical for chil-
dren at each age are drawn from various sources, including image banks on the
Internet and pictures taken with digital cameras. For studies in which children
are taught and then tested on novel words, we use pictures of constructed objects
with which children have no prior experience. In some cases, objects are shown
against a uniform gray background; however, in studies where the same target ob-
jects are used repeatedly across trials, objects may be presented on more diverse
and complex backgrounds that vary in color and pattern, in order to maintain
children’s interest.

All images used as stimuli are edited so the objects are approximately the same
size and are informally matched in visual complexity and brightness. When choos-
ing and editing pictures for a particular study, it is important to balance the visual
salience of the target and distracter pictures on each trial, keeping in mind that any
given picture is not inherently “salient” but only in relation to other pictures in the
stimulus set. If one picture in a pair is much more engaging than another, it is more
difficult to tell whether looking to the target picture on a given trial was influenced
by the speech stimulus rather than by baseline visual preferences. We have found
that younger infants in particular generally find images of animate objects more
interesting than inanimate ones, and thus might initially attend more to a picture
of an animal if it was paired with a picture of an artifact. To reduce the effects of
this potential bias, we present yoked pairs of animates (dog and baby) on some tri-
als, and pairs of inanimates (shoe and car) on others. Although counterbalancing
measures, such as presenting each stimulus picture as both target and distracter an
equal number of times in every experiment, are designed to mitigate the effects of
differential visual salience among stimuli, such differences should be reduced as
much as possible because they contribute noise to the data.

In some experiments the potential for visual salience differences is particu-
larly acute due to the nature of the stimulus objects used, and in this case pilot
testing is advisable. To evaluate the suitability of new images as potential stimuli,
candidate pictures are paired with other potential stimulus pictures and presented
to children in the appropriate age range without any verbal information, to de-
termine whether participants orient more to one picture than the other based
on differences in visual salience. If children do indeed fixate one picture signifi-
cantly more than the other, the pictures need to be edited further to adjust factors
like hue, saturation, and visual complexity that might contribute to differential
salience. The modified stimuli then need to be pilot-tested again until children
are equally likely to fixate both pictures. Balancing the relative visual salience of
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stimulus objects is an important step in maximizing the sensitivity of the mea-
sures in the looking-while-listening procedure, especially when working with in-
fants younger than two years of age. This extra step is not as labor-intensive as it
may seem, if such “picture-pilot” trials for potential stimuli in a new experiment
can be included as filler trials in another ongoing experiment with children in the
same age range.

2.3 Preparing auditory stimuli

In the looking-while-listening procedure children’s eye movements are exam-
ined in relation to words that are heard at critical points in the unfolding speech
stream, and so precision in recording and editing the speech stimuli is key for
all further analyses. To produce the stimuli used in our studies, multiple tokens
of each sentence are digitally recorded by a native speaker of English or Spanish,
then acoustically analyzed, and edited using Peak or Praat sound-editing soft-
ware. Because it is a goal in most of our studies to achieve comparability in rel-
evant acoustic dimensions across the set of speech stimuli, recording ten or more
tokens of each stimulus sentence yields a range of candidate stimuli to choose
from. After measuring each relevant element in every recording, we then choose
the tokens of each sentence type that are most closely matched in the duration
of critical words as well as in overall prosodic characteristics, across the whole
stimulus set. The criteria for final stimulus selection vary to some extent with the
experimental question. For example, in a recent study (Zangl & Fernald 2007)
investigating children’s responses to grammatical and nonce determiners (Where’s
the dog? vs. Where’s po dog?), the choice of tokens for the final stimulus set was
governed by three considerations: First, all carrier frames were matched in dura-
tion (M = 269 ms; range: 261 to 278). Second, grammatical and nonce articles
were matched in duration (grammatical: M = 160 ms; range: 147 to 172; nonce:
M =168 ms; range: 156 to 172). And third, it was also important that all articles
be unstressed, and to the same degree. When rated by two phonetically trained
listeners, both sentence types were judged to be comparable in intonation con-
tour. In some studies, cross-splicing techniques are also used to increase stimulus
control. In the Zangl and Fernald study, for example, it was important to ensure
that each target noun was acoustically identical for each sentence type, and so
a single token of each target noun was cross-spliced into carrier frames across
conditions.

Depending on the goals and design of the study, measurements are made for
particular regions of interest in each stimulus sentence, such as carrier frames,
determiners, adjectives, target nouns, etc., to enable reliable identification of the
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acoustic onset and offsets of key words that are crucial for measures of response
latency. For example, when investigating children’s efficiency in interpreting fa-
miliar object names in simple English sentences such as Find the car, determining
the onset and duration of the target word is sufficient to time-lock the child’s re-
sponse to the unfolding object name (e.g., Fernald et al. 1998, 2006). In this case,
the noun onset is the critical point at which the child begins to accumulate pho-
netic information necessary to interpret the target word and identify the refer-
ent object. However, the critical point may come earlier in cases where linguistic
information encountered before the noun is potentially informative. For example,
nouns in Spanish have obligatory grammatical gender and are preceded by gen-
der-marked determiners. In a study investigating whether Spanish-learning chil-
dren could take advantage of gender-marked articles to identify an upcoming ob-
ject name, Lew-Williams and Fernald (2007) measured children’s eye movements
to the target object in relation to the first potentially informative element in the
sentence, in this case the prenominal article. This study required measurement
of the onset and offset of the determiner as well as the target noun, and tokens of
each stimulus sentence were chosen to maximize comparability on these dimen-
sions across the stimulus set. That is, the best-matching tokens were selected from
the larger set of exemplars recorded for each sentence. These were then further
edited so that key points in the speech stream could be carefully matched within
one frame across sentences.

By making the critical speech stimuli in each condition prosodically com-
parable, we can reduce the effects of potentially confounding factors that might
influence children’s responses. However, maximizing experimental control in this
way also has a less desirable consequence: we end up with a stimulus set that is
highly repetitive and potentially monotonous overall, which has drawbacks in
terms of maintaining children’s attention. Experience has shown us that repeat-
ing short sentences with the same intonation contour on trial after trial causes
children to lose interest sooner than when they have a more varied sequence of
speech stimuli to listen to. One step in reducing this problem is to add a tag ques-
tion or statement to the speech stimulus on each trial, following the sentence
containing the target word sentence by a 1-s interval. These short sentences are all
attention-getters such as Can you find it? or Check that out! The same speaker who
produced the stimuli for the study records these tag sentences with lively intona-
tion that varies from token to token, and they are appended to the speech stimuli
in a way that maximizes variability from trial to trial by alternating sentences
with rising and falling pitch contours. A second step in increasing variability is to
intersperse test trials with filler trials, as described below.
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2.4 Constructing stimulus orders

The visual and auditory stimuli are combined to construct two or more different
stimulus orders. Although in earlier studies using this method we included only
10-20 trials in each experimental order, in more recent studies we have learned
from experience how to get high quality data on a larger number of trials. One in-
sight was the importance of incorporating the right amount of visual and auditory
complexity in experimental and filler trials across the entire stimulus set, finding
the appropriate balance that is optimal for a particular age group. By fine-tuning
stimulus sets in this way, we can now test 18 month-olds on 30-40 trials, and
older children on 40-50 trials. Trial types are counterbalanced so that the target
object appears on the left and right sides an equal number of times, and does not
appear on the same side more than three trials in a row.

In addition to using tag sentences to increase prosodic variability within ex-
perimental trials, it is also important to include filler trials that introduce visual as
well as acoustic novelty across the stimulus set. If a study requires using multiple
tokens of trials of one particular type, then the total number of trials may include
up to 30% filler trials, designed to reduce repetitiveness and to maintain children’s
interest. Filler trials might consist of jazzy pictures that are visually more complex
and colorful than the experimental stimuli, such as a market scene or hot air bal-
loons, accompanied by an exclamation such as Good job - here’s another picture!
They might also consist of trial types we are pilot testing for other experiments,
as long as the target objects are sufficiently different from those the children are
being tested on. Thus one critical factor in maximizing children’s attentiveness
throughout the experiment is to carefully balance variation and repetition across
the stimulus set. Another critical factor is to provide a stimulus set that is chal-
lenging, but not too challenging, for children at each particular age.

2.5 Apparatus

The looking-while-listening procedure is conducted in a sound-treated room
containing a test booth with two cloth-covered side walls, shown in Figure 1A.
Built into the third wall of the booth is a polycarbonate rear-projection screen
that is tough and scratch resistant. Behind the screen is a rear-screen projector
designed with very short throw-space; thus the distance from the projector to the
screen is only 1 m, ideal for use in a small room. The video camera is positioned
below the screen, mounted out of reach of the child. During testing, younger chil-
dren sit in the booth on the parent’s lap on a swivel chair, with the seat height
adjusted so that the child’s eyes are at the appropriate level in relation to the video
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Figure 1. (A) Configuration of test booth with rear-projection screen used in the
looking-while-listening procedure; (B) schematic time line for a typical trial.

camera, and the child’s head is ca. 1 m from the screen. Children 4 years and older
sit alone on a non-swivel chair, also adjusted to the correct height so their eyes are
centered on the video recording. When a parent is holding the child during the
test session, the adult wears dark glasses made opaque by covering the lenses on
the inside with cloth tape, so the visual stimuli cannot be seen. Although picture
size may vary from one experiment to another, the pictures used in our standard
setup are projected at a size of ca. 36 x 50 cm, aligned horizontally at a distance of
60 cm from one another, with the center of each image slightly above the child’s
eye level. Speech stimuli are delivered through a central loudspeaker located on
the floor below the screen. The black-and-white analog video camera, sensitive to
low light levels, is fitted with a zoom lens that is focused on the child’s face only.
Positioning each child relative to the camera and focusing the camera for each
session are crucial to collecting useable data; only when the child’s eyes are clearly
visible is it possible to reliably identify the shifts in fixation that are crucial for
calculating response speed.

The experiment is run using PsyScope software controlled by a Macintosh
computer located in an adjacent control room. On each trial this computer out-
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puts the visual stimuli to the rear-screen projector in the testing room, and also to
a monitor in the control room. The video record of the child’s eye movements on
each trial is sent to a mixer in the testing room which integrates the video signal
with graphic information about participant and trial number, stimulus order, and
the onset and offset of auditory and visual stimuli. This combined information
is then fed to a time code generator where it is time-stamped and sent to a VCR
which records the complete video signal, including the child’s eye movements,
the event information, and the time code. This composite video record is then
digitized on a second computer in the control room.

2.6 Testing procedure

Each test session is preceded by a 15-min period during which the parent com-
pletes the procedures for informed consent and the experimenter interacts with
the child. When both parent and child are comfortable and ready to begin, they are
escorted to the testing room. The lights in the testing room are already dimmed,
and images of puppets or cartoon characters familiar to young children are on the
screen. A lamp mounted on top of the screen provides just enough light to avoid
complete darkness, ensuring that the visual display is the most interesting thing in
sight for the child. In a typical testing situation, two experimenters are involved:
the first experimenter seats the parent and child in the testing room and checks
that the camera is optimally positioned; the second experimenter, located in the
control room, speaks to the child over the microphone to familiarize her with the
sound source and directs attention to the visual display. If necessary, the second
experimenter also coordinates with the experimenter in the testing room to focus
the camera on the child’s face. Once the child is at ease and the parent has put on
the darkened sunglasses, the first experimenter leaves the room and the test ses-
sion begins.

On a typical test trial, the target and distracter pictures are shown for 2 s
prior to the onset of the speech stimulus, providing the child with enough time to
check out both pictures. As mentioned earlier, using each object as target in one
trial and distracter in another trial constitutes an important control, offsetting the
problem that one picture may be fixated first because it was named on a previous
trial or simply because it is visually more salient. Figure 1B shows the time line for
a typical trial. Trials last on average 6-8 s, including the 2 s before the onset of the
speech stimuli, and are separated by an 800 ms brief interval when both screens
are blank. The entire experiment lasts about 5-6 min.

In eyetracking studies with adults, participants are instructed to look at a cen-
tral fixation point before responding to the verbal stimulus, and on most trials
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they willingly comply. This step has the advantage that the adult starts each trial at
the same neutral location equidistant from all the visual stimuli; thus in principle
a latency to shift from the center point to one of the stimulus objects can be as-
sessed on every trial. A similar method has been used in eyetracking experiments
with preschool children, who are requested to look at a central smiley face at the
start of a new trial (see Trueswell this volume). In the looking-while-listening
procedure we do not use a central fixation point, for the simple reason that infants
and very young children will not follow such instructions. Although some prefer-
ential-looking studies have used a central fixation point at trial-onset, none have
reported data on how long children actually maintain fixation at center. We ex-
plored this issue in a recent study by presenting a bright geometric image between
the two stimulus pictures to 26- and 36-month-olds, in an effort to bring their
attention to center at the start of the speech stimulus (Portillo, Mika, & Fernald
2006). However, within milliseconds children at both ages had shifted randomly
to one side or the other before the target word was spoken. Since most children on
most trials were already looking at the target or distracter object before hearing
the target word, there is no evidence that a central fixation point is actually effec-
tive in studies with very young children.

2.7 Pre-screening for codeable trials

The video record of each test session is integrated with information about the
participant (e.g., subject number, gender, age) as well as information relevant for
data analysis (e.g., stimulus order and trial type) using the custom software Eye-
coder. This information is not visible to observers during prescreening or coding.
As shown in Figure 2, the video record of the test session also includes additional
information that is visually accessible and useful to coders, such as the date, time
code, subject number, trial number, and visual markers that appear at the points
when the pictures and speech stimulus are presented to the child on each trial. Be-
cause coders are blind to trial type, they have no access to the visual stimuli seen
by the child and they code eye movements in silence with no access to the verbal
stimuli. Thus these markers are necessary for time-locking visual and auditory
stimuli on each trial in relation to the child’s eye movements.

Pre-screening precedes coding and serves the primary purpose of flagging
any non-useable trials on which the child’s response was aftected by factors unre-
lated to the auditory and visual stimuli. Two pre-screeners, blind to the hypoth-
esis as well as to side of target presentation, independently watch each testing
session in real time, with the sound on in order to identify any talking by the child
or parent during the trial. Because the pre-screeners have access to the verbal
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Figure 2. Screen shot of child’s face during testing, showing information accessible to
observers as they conduct frame-by-frame coding. The “Picture” and “Sound” codes
appear on the screen as the images and speech sounds are presented to the child,
enabling coders to link the record of eye movements to the onset and offset of visual and
auditory stimuli across each trial.

stimuli, they are never the same individuals who code eye movements for that
study. The task of the pre-screener is to mark in the Eyecoder record any trials that
should be eliminated from the analysis of the experimental trials for any of the
following reasons: the child was not looking at the pictures prior to sound onset;
the parent or child was talking during the trial; the child was fussy or inattentive;
the child changed position so the face was not visible, etc. Only after both pre-
screeners have agreed on all useable and non-useable trials does eye movement
coding begin.

2.8 Coding eye movements

Coding involves reducing the continuous record of the child’s eye movements
on each trial to a series of discrete events. Given that our goal is to measure the
latency of the child’s shift in gaze from the distracter to the named target picture
in relation to critical points in the speech stream, as well as the duration of fixa-
tions to the target and distracter pictures on each trial, high-resolution coding is
essential. Highly trained coders, unaware of trial type and target location, use Eye-
coder to move frame-by-frame through the digital record of each test session. The
coder starts by synchronizing the time code with the onset of the speech stimulus,
marking the frame to which subsequent events are referenced. Figure 3 illustrates
the time line of eye movements captured in the Eyecoder record, from the onset
of the utterance to the offset of the picture on two trials. The coder’s task is to
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Trial Pictures Sound Fixation Onset

2 on on right 20:32:22:02
2 on on off 20:32:23:05
2 on on left 20:32:23:10
2 on on off 20:32:24:17
2 on on right 20:32:24:22
2 on off right 20:32:25.20
2 off off right 20:32:26.21
3 on on left 20:32:30.10
3 on on off 20:32:32.09
3 on on right 20:32:32.13
3 on on off 20:32:32.28
3 on on left 20:32:33.04
3 on off left 20:32:33.28
3 on off off 20:32:34.02
3 on off right 20:32:34.06
3 on off off 20:32:34.23
3 on off left 20:32:34 .28
3 off off left 20:32:34.29

Figure 3. Sample coding record for two 4-s trials using Eyecoder. Each line indicates the
time at which the coder judged that a change occurred, either in the stimuli, e.g., from
sound on to sound off, and/or in the position of the child’s fixation, e.g., from right to off.

advance the video record one frame at a time, indicating each time a change oc-
curs in the child’s fixation with one of four event codes: left (on left picture), right
(on right picture), off (between the two pictures), and away (oft-task, looking at
parent). The coder also marks the frames when the visual cues for “sound” and
“pictures” appear and disappear, indicating that the auditory and visual stimuli
are on or off. Close attention is required to precisely code the first frame in which
the infant initiates a shift from one object to the other and is currently not fixating
either. Since our latency measures are based on such shifts, coders view each of
these transition points several times by toggling back and forth between frames
to be sure of their judgment.

2.9 Reliability coding

Because errors in identifying the onset and offset of visual fixations can have a
substantial impact on the accuracy of reaction time (RT) analyses, coders un-
dergo several weeks of training and practice, with close supervision. Each novice
coder must complete a standard training set of four test sessions pre-selected to
represent particular coding challenges in different age groups. They must achieve
a reliability score of 96% or better on the training protocol before they are autho-
rized to code actual data. After completing training, all coders continue to par-
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ticipate in regular reliability checks to assess the extent to which that all coders are
“calibrated” according to lab standards. Coders are never informed that they are
coding a session chosen for reliability purposes, to ensure that they are not being
extra cautious because they know it is a reliability test.

2.9.1 Lab-wide versus study-specific reliability assessments

Lab-wide reliability checks ensure that no single coder deviates from the estab-
lished coding norms of the entire lab. This involves selecting a single test session
for all coders to judge independently, one in which the child shifts frequently or
has significant head movement that makes eye gaze more difficult to judge; in other
words, we select a test session in which the potential for disagreement among cod-
ers is high. Every coder is checked against every other coder to identify those indi-
viduals who may deviate from the lab standard by more than a single frame on any
trial. If the reliability scores reveal a discrepancy, coders are re-trained to adhere to
the norm, and any data they may have contributed since the last reliability check
is reviewed and corrected as necessary. While lab-wide reliability tests examine
agreement among all coders on a single testing session, study-specific reliability
checks assess agreement among a subset of coders on several test sessions. This
type of reliability assessment focuses on a specific data set to ensure consistency in
coding within a particular study. Trials designated for study-specific reliability are
chosen to provide the most rigorous reliability testing conditions for coders. We
select 25% of the participants in a study for reliability checks, coding one quarter
of those experimental trials on which two or more shifts occurred.

2.9.2 Entire-trial versus shift-specific reliability scores

The Eyecoder program enables comparison of the response line for each recorded
event (i.e., picture and sound onset and offset as well as shifts in gaze), noting
discrepancies that exceed one frame. This frame-by-frame comparison is sum-
marized in two scores: an “entire-trial” percentage of agreement and a “shift-spe-
cific” percentage of agreement. The entire-trial agreement score is based on the
percentage of frames on which two coders’ judgments agree overall. Coders are
considered to be in full agreement if they record an event on the same frame or
differ from each other by no more than a single frame. This kind of overall agree-
ment score is the traditional measure of reliability reported in many preferential-
looking studies, and it may indeed be adequate when a global measure of looking
preference is the major variable. However, an entire-trial agreement score does
not provide a sufficiently rigorous measure of reliability when using more precise
time course measures, given that the goal of such an analysis is to assess reliability
at the same level of resolution as the measure of interest, in this case at the level
of milliseconds. The problem is that the child is maintaining fixation on one or



116 Anne Fernald et al.

the other of the two pictures on a majority of the 90 consecutive frames on each
3-s trial. Since the likelihood of agreement is much higher during these sustained
fixations than during periods of transition, it is possible for two coders to receive a
very high entire-trial agreement score, yet still disagree about the exact frames on
which shifts in gaze begin and end. This is problematic because judgments about
the initiation and duration of shifts are crucial in measures of reaction time and
accuracy. Thus the traditional entire-trial score alone is too lenient a measure of
reliability, although in combination with a more stringent reliability measure, it
can help identify discrepancies among coders. Shift-specific reliability scores focus
only on sequences of frames where shifts occur. The shift-specific calculation is a
percentage of frames from shift start to finish on which coders agree, differing by
one frame at most. If entire-trial and shift-specific scores are below 95% and 90%,
respectively, an independent, highly-experienced coder examines the discrepan-
cies between coders and makes a final decision about the gaze patterns for the
session under review. At that time, coders who may have shifted standards for
judging eye gaze are re-trained as necessary.

2.9.3 Data reduction using Datawiz
When coding is completed for all the participants in a particular study, the Eye-
coder data from each coded test session needs to be coordinated with information
about the identity and side of the target object on each trial, and the onsets and
offsets of critical words in the speech stimulus. Using the custom software Da-
tawiz, the Eyecoder data from all participants in the same study are consolidated,
at the same time integrating other relevant information about each child such as
vocabulary scores into the record. The output from the Datawiz program is an Ex-
cel-formatted spreadsheet for each child, with a series of codes indicating the time
course of gaze patterns to the target picture, distracter picture, or away/off of both
pictures at every 33-ms interval for every trial. These codes are aligned relative to
pre-determined critical words in the stimulus sentence in each condition.
Depending on where the child is looking at the onset of the critical word, each
trial is classified as target-initial, distracter-initial, off (between pictures), or away.
Figure 4 shows a schematic representation of several different types of response
patterns over a series of hypothetical trials in which eye movements were time-
locked to the onset of the target noun. The dashed vertical line indicates the aver-
age offset of a typical target noun, although in actual data this would vary from
trial to trial, depending on the particular items used. The information shown Fig-
ure 4 is comparable to the Datawiz output, except that the child’s gaze patterns
within each trial are summarized here using solid or patterned bars rather than
as codes at every 33-ms frame. As indicated by the dark solid bars, trials 1 and 2
are both target-initial trials on which the child correctly maintained fixation on
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Figure 4. Schematic representation of different types of response patterns on hypotheti-
cal trials in which eye movements are time-locked to the onset of the target noun. The
dashed vertical line indicates average target-noun offset. This sequence of trials is meant
to illustrate different classes of possible response patterns and is not representative of the
actual distribution of trial types observed in test sessions with particular children.

the correct picture for at least 1400 ms after the onset of the target noun. Trial 9 is
also a target-initial trial; however, on this trial the child shifted away incorrectly
to the distracter picture after hearing about 433 ms of the noun. Trials 3 and 4
are distracter-initial trials on which the child shifted quickly to the target picture,
yielding reaction times of 500 ms and 400 ms respectively. On trial 7, the child
also started on the distracter, but this time the shift was initiated only 133 ms after
noun onset. Such very short shift latencies are not included in the calculation of
mean reaction time, because they are likely to have been initiated prior to the
point where the child had enough acoustic information from the noun to make
an informed response and then to initiate an eye movement. On trial 8, the child
again started on the distracter picture, maintaining fixation on the wrong picture
for the duration of the trial, without ever shifting to the referent. On other trials
in Figure 4, the child was either between pictures or off-task at the onset of the
noun. Please note that the sequence of trial types shown here does not represent
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the distribution of response patterns for a typical experimental session with a
child at an age for which the verbal and visual stimuli are appropriate. Trials 1-4
show the most common types of correct responses on distracter-initial and tar-
get-initial trials; trials 5-9 show patterns of correct and incorrect responding that
are common, but occur less frequently, and trials 10-12 represent “away” trials
that are relatively infrequent and would not be included in analyses of reaction
time. Thus the goal in Figure 4 is not to show a representative sequence of trials
for a particular child, but rather to provide examples of different gaze patterns
that illustrate the variability possible in children’s responses within the first 1800
ms following the onset of the noun.

2.9.4 Data cleaning

The output generated by Datawiz requires data “cleaning” steps before accuracy
and RT can be calculated, to maximize the number of useable trials in the analy-
ses. Recall that prior to the coding process, an experienced observer pre-screened
each test session to exclude trials on which there was external interference or clear
inattentiveness to the task. In the data cleaning process, the whole set of coded
trials is further screened to evaluate off-task looking behavior within individual
trials. The guidelines for accepting or rejecting individual trials are too detailed
to describe here, but one example will suffice. On trial 3, the child started on the
distracter picture and shifted to the target picture 500 ms from noun onset, in
contrast to trial 11 where the child also started on the distracter and shifted away
after 500 ms, but not to the target picture. In this case, the distracter-to-target
shift in trial 3 would be included in the analysis of reaction time, while trial 11
would be excluded from the RT analysis because the shift in gaze was not directed
toward either of the stimulus pictures.

3. Analyzing eye movement data
from the looking-while-listening paradigm

This section examines different approaches to analyzing data on the time course
of children’s eye movements as they look at pictures and listen to speech that re-
fers to one of the pictures. First we present plots of children’s shifting gaze patterns
in relation to particular words in the stimulus sentence as it unfolds over time.
Next we describe how to derive discrete measures of children’s speech processing
efficiency from the time course information for use in statistical analyses, focus-
ing on reaction time and accuracy. And finally, we address the questions of how
stable such time course measures of processing efficiency are within individual
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children, and whether they are meaningfully related to other dimensions of early
language competence.

3.1 Plotting graphs of the time course of children’s eye movements
in relation to speech

A useful first step in examining the data is to prepare an onset-contingent (OC)
plot, which divides trials according to where the child is looking at the onset of
the critical word in the stimulus sentence. An OC-plot tracks separately the time
course of participants’ responses for target-initial trials and distracter-initial trials
as the stimulus sentence unfolds. At the beginning of a trial, the child has no way
of knowing which object will be named, and so is equally likely to be looking at
the target or the distracter picture at the onset of the target word. Thus the behav-
ior that constitutes a correct response varies with the position of the child’s eyes
at the onset of the target word: on distracter-initial trials, the child should quickly
shift away from the distracter to the named target picture; however, on target-ini-
tial trials, the correct response is not to shift but to stay put. The OC-plot in Figure
5 provides a graphic overview of these two different response patterns, using data
from one condition in a cross-sectional study with children in three age groups:
18-, 24, and 36-month-olds (Zangl & Fernald 2007). For each participant, trials
were grouped contingent on which picture the child was fixating at the onset of the
target noun. Plotted on the y-axis, at each 33-ms interval from target word onset,
is the mean proportion of trials on which children at that point are looking at a
picture that is different from where they started at target-word onset. Because OC-
plots capture children’s tendency to shift away from the original starting point,
they show both correct and incorrect responses: on distracter-initial trials, a shift
away to the target picture is a correct response, while on target-initial trials, a shift
away to the distracter picture is an incorrect response. Thus a child with perfect
accuracy would shift quickly to the target picture on 100% of the distracter-initial
trials, and would never shift away on target-initial trials.

The top three lines in Figure 5 track the mean proportion of distracter-initial
trials on which children at each age have correctly shifted from the distracter
and are now looking at the target at each 33-ms interval, plotted over partici-
pants from the onset of the target noun. The three lower lines track responses on
target-initial trials for each age group, plotting the mean proportion of trials on
which children have shifted away from the target at each time point and are now
looking at the incorrect object. It is clear from the very different trajectories on
distracter- and target-initial trials that the 36-month-olds were more likely than
the younger children to respond correctly in both ways. On those trials when
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Figure 5. An onset-contingent plot (OC-plot) of distracter-initial and target-initial trials
by children in three age groups, measured from target-word onset. At each 33-ms inter-
val, data points show the mean proportion of trials either from the distracter to the target
picture (on distracter-initial trials), or from the target to the distracter (on target-initial
trials). On distracter-initial trials, a shift away to the target picture is a correct response,
while on target-initial trials, a shift away to the distracter is an incorrect response. Error
bars represent standard errors over participants (based on data from Zangl & Fernald
2007).

they started out on the distracter picture, the 36-month-olds began shifting to the
correct referent halfway through the target noun. However, when they happened
to start out on the target picture, they tended to maintain fixation on the correct
referent rather than shifting away. In contrast, the 18-month-olds responded less
efficiently on both counts: on distracter-initial trials, their gaze patterns suggested
they were more likely to shift more slowly and less reliably to the target picture,
and on target-initial trials, they were much more likely to false-alarm by shifting
away from the correct picture. If children were equally likely to make distracter-
to-target shifts and target-to-distracter shifts in response to a particular object
name, this response pattern would suggest they were unable to identify the target
word and/or to match it with the correct referent. But to the extent that children
are quick and reliable to shift to the correct referent on distracter-initial trials, and
also tend to maintain fixation on target-initial trials without shifting away, we can
infer that they are able to interpret the spoken word efficiently and have associ-
ated the name with the right object. By providing information on both types of
correct response, the OC-plot in Figure 5 offers a global view of developmental
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Figure 6. A profile plot showing the mean proportion of trials on which children in
three age groups are looking at the target picture at each 33-ms interval as the stimulus
sentence unfolds. Error bars represent standard errors over participants (based on data
from Zangl & Fernald 2007).

changes in children’s efficiency in identifying the appropriate referent as the target
noun is heard.

A simpler way to graph the same data is to use a profile plot, as shown in Fig-
ure 6. This plot tracks the mean proportion of looking to the target picture at each
time interval, measured from target-noun onset, averaged over participants for the
same three groups of children as in the previous analysis. The overall results in Fig-
ure 6 are, of course, the same as those shown in Figure 5, with the 36-month-olds
responding more reliably and reaching a higher asymptote than the younger chil-
dren. Note that the curves are relatively flat at the beginning of the target noun, be-
fore children had accumulated enough phonetic information to identify the word.
But visual inspection of the slopes of the three curves, and of the relative points
at which they begin to rise, suggests that the 36-month-olds as a group responded
more quickly to the target word than did the younger children. In contrast to OC-
plots, profile plots combine responses from both target- and distracter-initial trials
to show the overall mean proportion of trials on which the child is looking to the
correct referent at each time point, regardless of whether the child was already
looking at the target picture or had just shifted there from the distracter.

Figures 7 and 8 provide another example of how OC-plots and profile plots
provide different vantage points on the same data. The data represented in these
figures come from a pilot study of children’s use of semantic cues to identify the
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referent of an upcoming noun (Fernald 2004). Here we asked whether 26-month-
olds, like adults (Altmann & Kamide 1999), would respond more quickly to fa-
miliar nouns presented in sentence frames with a semantically related verb (e.g.,
Eat the cookie) than in frames with a semantically unrelated verb (e.g., See the
cookie). Six object words were presented in both related and unrelated frames,
carefully spliced to control for durations of carrier phrases and target words. Note
that the graphs of children’s responses in these two conditions are plotted from
sentence onset rather than from target noun onset, because we predicted that the
very first word in the sentence would have an influence on their speed of orienting
to the target object. Indeed, on related-frame trials, 26-month-olds began orient-
ing to the referent much sooner than on unrelated-frame trials; the OC-plot in
Figure 7 shows that responses on target- and distracter-initial trials began to di-
verge as the children heard the verb, before the target word had been spoken. In
contrast, on unrelated-frame trials children had to wait for the target noun, since
no earlier cues were available to facilitate identification of the referent. In Figure
8, the same data are presented in a profile plot, showing that children looked more
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Figure 7. OC-plot showing at each time point the mean proportions trials on which
26-month-olds have shifted away from the picture they started on at sentence either
correctly from the distracter to the target picture (on distracter-initial trials, top two
curves), or incorrectly from the target to the distracter (on target-initial trials, lower two
curves). Verbal stimuli were sentences with related and unrelated carrier frames preced-
ing familiar target nouns. Dashed lines demarcate measurement windows for responses
during the verb, determiner, and noun. Error bars represent standard errors over partici-
pants (adapted from Fernald 2004).
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Figure 8. A profile plot showing the mean proportion of trials on which 26-month-olds
fixate the target picture on related-frame and unrelated-frame trials. Dashed lines demar-
cate measurement windows for responses during the verb, determiner, and noun. Error
bars represent standard errors over participants (adapted from Fernald 2004).

overall to the target picture on related- than on unrelated-frame trials. Unlike the
data on age-related changes in word recognition shown in Figure 6, there was no
difference in asymptote between the two conditions here, because 26-month-olds
eventually converged on the target object to the same extent on both kinds of tri-
als. What the profile plot in Figure 8 shows instead is a substantial difference in
the timing of children’s response between conditions. Like adults, 26-month-olds
were able to take advantage of the semantic information in the verb to establish
reference more quickly, but only on related-frame trials.

3.2 Deriving measures of processing efficiency from time course data

Although continuous plots of children’s eye movement data provide a dynamic
picture of the time course of their responses to particular words in the unfolding
sentence, they do not directly represent the discrete measures that are most con-
venient for purposes of statistical comparison. The two dependent measures used
most frequently in our research are reaction time, or latency to orient to the target
word, and accuracy, based on looking time to the correct referent calculated over
particular regions of the sentence.
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3.2.1 Reaction time

A ubiquitous measure in psycholinguistic research with adults, reaction time (RT)
has been used to explore how different linguistic and non-linguistic factors influ-
ence speed of lexical access and ease of sentence interpretation. Many such stud-
ies with adults have used experimental paradigms, such as lexical decision, that
not only require participants to make a voluntary behavioral response, but also
depend on metalinguistic judgments. Given these task demands, RT measures
have not been widely used in research with infants, who have a very limited rep-
ertoire of voluntary behaviors that can serve as reliable response measures. How-
ever, moving the eyes to interesting stimuli is one behavior with which infants
have extensive experience, and developmental researchers have found many ways
to use infant gaze as a revealing experimental measure (Haith 1980). Although
in the 1980’, a few studies of infants’ sensory and perceptual abilities used fine-
grained temporal measures to investigate the early development of visual scan-
ning (Aslin 1981; Bronson 1982), researchers interested in cognitive development
used more global measures of infant gaze patterns to reveal “looking preference”
to one stimulus over another. A decade later, researchers studying visual cogni-
tion began to use looking behavior to measure response latency. Investigating
how infants develop expectations when looking at a display of alternating visual
stimuli, Haith, Wentworth, and Canfield (1993) established that the minimum
latency for 3-month-olds to initiate a shift in fixation to a peripheral stimulus
was around 200 ms. And when the infant had to disengage from one stimulus be-
fore initiating a shift to another, Hood and Atkinson (1993) found that responses
were further delayed by 200 ms. These and other developmental studies of visual
search (e.g., Canfield, Smith, Brezsnyak, & Snow 1997) were based on meticulous
observations of infants’ eye movements in a carefully controlled non-linguistic
task, analyzed with millisecond-level precision. Coming from a completely differ-
ent research tradition, these studies using visual RT measures with young infants
converged with new research using eye movements to study spoken language un-
derstanding by adults (Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy 1995),
laying the foundation for the use of shift latency as a measure of processing speed
in infant comprehension.

In the looking-while-listening procedure, RT is assessed on distracter-initial
trials by calculating the latency of the infant’s first shift away from the distracter
toward the target picture, measured from a critical point in the stimulus sentence.
Thus, the RT measure captures the point of departure from the initially-fixated
distracter picture, not the point of arrival at the target picture, because we are
interested in the decision to shift rather than the shift itself. Figure 9 shows the
results of the first published study using RT measures of spoken word recogni-
tion by infants at 15, 18, and 24 months of age (Fernald et al. 1998). These results
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Figure 9. Reaction time analysis: mean latencies to initiate a shift in gaze from the
distracter to the target picture, measured from the beginning of the spoken target word,
for 15-, 18-, and 24-month old infants. This analysis included only shifts occurring on
distracter-initial trials, i.e., those trials on which the infant was initially looking at the
incorrect picture and then shifted to the correct picture within 1800 ms of target-word
onset (adapted from Fernald et al. 1998).

revealed that over the second year of life, during the same period when most
infants show a “vocabulary spurt” in speech production, they also make dramatic
gains in receptive language competence by increasing the speed with which they
can identify familiar words and match them with the appropriate referent. These
cross-sectional findings have now been replicated in a longitudinal study with
English-learning infants (Fernald et al. 2006), and we have also found comparable
results with infants from Latino families living in the US, learning Spanish as their
first language (Hurtado, Marchman, & Fernald 2007).

In the Fernald et al. (1998) study, all distracter-to-target shifts that occurred
between the onset of the target word and the end of the trial were included in the
RT analysis. However, in subsequent experiments we have been more selective,
excluding very short response latencies that presumably reflect eye movements
programmed before the start of the target word. Every distracter-to-target shift
that is interpretable as a correct response has multiple components, each requir-
ing processing time that can only be estimated. These components include the
time required to accumulate enough phonetic information to identify the spoken
word and then to assess its relevance to the currently fixated picture, and the time
required to initiate an eye movement, if a shift is required. Based on the findings
of Haith et al. (1993), it seemed reasonable to assume that infants in the looking-
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while-listening procedure need around 200 ms to program an eye movement, or
perhaps longer given the need to disengage from an interesting distracter picture
before shifting to the target (Hood & Atkinson 1993). Allowing time for 100 ms
or so of phonetic information to accumulate, our first estimate was that it was
reasonable to exclude from the RT analysis any shifts that occurred in the first 333
ms from the onset of the target word (Fernald et al. 2001); in more recent studies
with older infants, we have used a cutoff of 300 ms (Zangl & Fernald 2007).

In addition to excluding very short latencies from the RT analysis, on the as-
sumption that they were programmed before the target word was heard, it is also
important to exclude very long latencies that are also unlikely to be in response to
the target word. To develop guidelines for setting the boundary for such delayed
shifts, we examined distributions of first shifts at different ages. The histograms in
Figure 10 show the distributions of RTs on both distracter- and target-initial tri-
als from a study of familiar word recognition by 18- and 21-month-olds (Fernald
et al. 2001). Infants shifted to the target before the end of the trial on 88% of the
distracter-initial trials; on 12% of these trials they never shifted at all. Note that the
first shifts on six trials fell below the lower cutoff point of 333 ms, and thus were
excluded from the RT analysis. In this data set we decided on 1800 ms as the upper
boundary for shifts to be included in the RT analysis. This cutoff was chosen to
eliminate responses influenced by the second repetition of the noun (since in this
particular stimulus set each target word was spoken twice per trial), and it exclud-
ed outliers more than 2 SD greater than the mean of the distribution. For purposes
of comparison, the distribution of response latencies on the 200 target-initial trials
in this study is also shown in Figure 10B. Although infants shifted randomly to the
distracter on some trials as the target word was spoken, more than half the infants
did not shift at all, maintaining fixation on the correct picture.

The determination of appropriate cutoff points for excluding trials from an
RT analysis is an important decision that may vary somewhat from study to study,
depending on the experimental question and the age of the children in the study.
The lower cutoff is relatively constrained; in eyetracking studies with participants
of different ages, this cutoff has varied from 200-400 ms (Bailey & Plunkett 2002;
Ballem & Plunkett 2005), with shorter intervals typically used with adults (e.g.,
Tanenhaus, Magnuson, Dahan, & Chambers 2000) and with children older than
24 months (Fernald et al. 2006; Zangl & Fernald 2007). Establishing the upper
cutoff is not always as straightforward, although one reasonable approach is to
identify outliers by examining the distribution of shifts for outliers, as shown in
Figure 10.

One additional issue of concern in calculating response latencies is the prob-
lem of sparse data, always a risk in infant studies that have very few trials. It is
important to keep in mind that RTs can only be calculated on those trials where
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Figure 10. Distribution of RTs for first shifts from initially-fixated picture to alternative
picture on 443 trials, following target word onset on (A) distracter-initial trials, and (B)
target-initial trials. The proportion of trials on which no shift occurred within 3000 ms is
noted on right (adapted from Fernald et al. 2001).

the child happens to start out on the distracter and then shifts to the target within
the RT-window (e.g., 300-1800 ms from target-word onset), a subset of the data
that often includes fewer than half the total number of trials. For this reason, in
experimental designs with two or more within-subject conditions, it can easily
happen that not all children contribute RT data and thus must be excluded from
some analyses. For example, in a hypothetical experiment with 20 critical trials,
10 in each condition, each child will on average have eight useable trials, with two
trials coded as “off” or “away” at target-word onset. Of the eight useable trials in
each condition, some children may have six distracter-initial trials in each, all
with shifts that occur within the appropriate RT-window. In this case the mean
RT in each condition would be based on six trials — not an impressive number by
the standards of studies with adults, but substantial for RT studies with infants.
However, the more likely scenario is that children by chance will have only four
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distracter-initial trials in each condition, and some of these will be too fast or too
slow to be included in the RT analysis. And of course some children by chance
will have even fewer distracter-to-target shifts, and thus may end up with no RTs
to contribute to the analysis at all. In earlier studies we have sometimes had to use
mean RTs that were based on only two trials per condition, but this low criterion
can result in very noisy data and works against finding positive results. To avoid
this disappointing outcome, when designing an experiment in which latency
measures are critical, it is important to make every effort to maximize the num-
ber of potential RT trials. This means including no more than two within-subjects
factors, since each additional factor reduces the number of distracter-initial trials
in each condition that will potentially yield RTs. Another approach is to double
the overall number of trials by observing each participant in two separate ses-
sions, scheduled a day or so apart.

3.2.2 Accuracy

Accuracy reflects how reliably children look at the correct referent, operational-
ized as the mean time spent looking at the target picture as a proportion of total
time spent on either the target or the distracter picture, averaged over a particular
region of interest. While the RT analysis is based only on distracter-initial trials,
accuracy includes both target and distracter-initial trials, assessing looking time to
the referent regardless of whether the child started out on the target picture or had
to shift to the target from the distracter. Depending on the experimental question,
accuracy may be measured across a single broad time window, or over multiple
smaller time windows. For example, when assessing developmental changes in in-
fants’ accuracy in recognizing familiar words in simple sentence frames (Where’s
the doggy?), accuracy was calculated as the mean proportion of looking to the
target over the broad window extending from 300 to 1800 ms from the onset of
the target-word. This would be equivalent to the area under the curves over that
window in the profile plot shown in Figure 6.

However, a multiple-window analysis was more appropriate for the study de-
scribed earlier on children’s use of semantic information from the verb to identify
the referent (Fernald 2004). As shown in the profile plot in Figure 8, we defined
four regions of interest: 1: verb, 2: determiner, 3: noun, 4: post-noun. Note that
the measurement windows corresponding to these four regions incorporate the
estimated 300 ms assumed to be necessary for processing the initial speech seg-
ments and mobilizing an eye movement; thus the verb window begins 300 ms
into the verb and extends 300 ms beyond the offset of this word. Our prediction
was that the accuracy curves on related-frame and unrelated-frame trials would
begin to diverge at the end of the verb window, with significant differences emerg-
ing within the next few hundred milliseconds as children made use of informa-
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Figure 11. Accuracy analysis: Mean proportion looking to target averaged over partici-
pants in four critical windows: Verb, Determiner, Noun, Post-noun. During Window 2
and Window 3, 26-month-olds fixated the correct picture significantly more on related-
frame trials than on unrelated-frame trials (adapted from Fernald 2004).

tion in the verb to find the target picture, even before they heard the noun. The
accuracy analysis of these data is presented in Figure 11, showing the mean pro-
portions of looking time to the target picture calculated over each of the four time
windows. As predicted, the difference in accuracy between related and unrelated
trials was significant in both the determiner and the noun windows, indicating
that children could identify the correct referent using semantic information from
the related verb. On related-frame trials, children were already fixating the appro-
priate referent 75% of the time, on average, by the beginning of the target noun;
on unrelated-frame trials, in contrast, the mean proportion of looking time to the
correct picture reached 75% only after the end the noun.

3.2.3 Stability and predictive validity of on-line processing measures

In the studies described here so far, on-line processing measures from the looking-
while-listening procedure have been used to make between-group comparisons,
tracking age-related differences in reaction time and accuracy in a cross-sectional
design (Fernald et al. 1998), or examining condition differences in children of
the same age (Fernald & Hurtado 2006; Thorpe & Fernald 2006) or between age
groups (Lew-Williams & Fernald 2007). Using such group designs, we have shown
that over the second and third year of life, children become faster and more reli-
able in recognizing familiar words in simple sentence frames, and that their abil-
ity to handle processing challenges such as morphosyntactic anomalies (Zangl &
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Fernald 2007) and more complex sentence structure (Thorpe & Fernald under re-
view) also improves dramatically over this period. These investigations of on-line
processing efficiency by very young language learners provide new insights into
the early development of receptive language competence, complementing results
from studies of lexical and grammatical growth that are based on more traditional
measures of speech production over the first three years.

But characterizing typical patterns of language growth over time is just one
perspective in developmental research; another central goal is to characterize
variation among children. For example, young children vary widely in the size of
their productive vocabulary, and one 15-month-old may produce more than 50
words while another has not yet started to speak at all, with considerable variabil-
ity apparent in grammatical as well as lexical growth over the early years (Bates,
Dale, & Thal 1994). Research using on-line processing measures of language un-
derstanding can address important questions about differences among children
within an age group, as well as between-group differences. Is speed of processing
at any given age a stable measure for an individual child? That is, are children
who respond more quickly on average in identifying familiar words at 18 months,
relative to the mean RT for children at that age, the same children who respond
relatively more quickly at later ages? And how do individual differences in efhi-
ciency of spoken language processing relate to individual differences in language
growth, as assessed by standard measures of lexical and grammatical knowledge?
In particular, does processing efficiency in infancy predict language and cognitive
outcomes at later ages?

To begin to address these questions, we conducted a longitudinal study of
59 English-learning infants, testing them in the looking-while-listening proce-
dure at 15, 18, 21, and 25 months of age (Fernald et al. 2006). Children’s speed
and accuracy in spoken word recognition increased significantly over this period,
consistent with earlier cross-sectional research. To explore the relation of on-line
measures of speech processing skill to more traditional measures of linguistic de-
velopment, parental reports of vocabulary and grammatical usage were gathered
at five time points across the second year, along with a standardized test of lexical
knowledge at 25 months. Speed and accuracy in speech processing at 25 months
were robustly related to lexical and grammatical development across a range of
measures from 12 to 25 months. Analyses of growth curves revealed that children
who were relatively faster and more accurate in spoken word recognition at 25
months were also those who had experienced faster and more accelerated vo-
cabulary growth across the second year.

These findings led to the obvious next question: to what extent do individual
differences in processing efficiency in infancy predict later language and cogni-
tive outcomes? In a recent follow-up study (Marchman & Fernald under review),
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30 of the children from the Fernald et al. (2006) longitudinal study were tested at
the age of 8 years on the Kaufman Assessment Battery for Children, Second Edition
(KABC-II) and the Clinical Evaluation of Language Fundamentals, Fourth Edition
(CELF-4) standardized assessments of cognitive and language skills. Multiple re-
gression analyses were used to evaluate the long-term predictive validity of two
measuresininfancy - expressive vocabularyand mean RT at 25 months - in relation
to school-age outcomes. In light of the presumed links between efficiency of spo-
ken language comprehension and working memory in older children and adults,
we also examined relations between processing speed in infancy and performance
working memory. Mean RT in the looking-while-listening task at 25 months was
significantly correlated with scores on CELF-4 (r = -.52 to -.55) and KABC-II
(r = -.43 to -.70) at 8 years, taking vocabulary size into account, and relations
were strongest to performance on the working memory subscale. Moreover, it
was children’s speed in identifying the target word on challenging trial types,
requiring them to integrate semantic or morphosyntactic cues, that accounted
for the most variance; mean RT to familiar words in simpler frames did not add
predictive power. This prospective longitudinal study is the first to reveal the
long-term predictive validity of on-line measures of processing efficiency by very
young language learners, showing that individual differences in the efficiency of
spoken language interpretation at the age of two years predict children’s success
in cognitive and language tasks in later childhood.

4. Conclusions

It is fascinating and revealing to watch infants look at the world as they listen to
speech in a carefully controlled experimental context. Their gaze patterns provide
a window on their referential decisions, as they seek meaning in the words they
are hearing in relation to the objects they are looking at, all within fractions of a
second. A great deal of research on early language development aims to character-
ize what words children “know” at a particular age, as if words were “acquired” in
an all-or-none fashion; however, the methods and results we have described here
take a different perspective, focusing on the gradual development of children’s ef-
ficiency in using their emerging lexical knowledge to interpret spoken language.
According to this view, if the rather static notion of “acquisition” is appropriate to
lexical development at all, then learning to make sense of a spoken word is like ac-
quiring a skill rather than acquiring a thing, with an emphasis on gradual mastery
rather than on possession. Infants may respond to more and more words over the
second year, but they also learn to respond with increasing speed and efficiency to
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each of the words they are learning, and to recognize these words in more diverse
and challenging contexts.

The looking-while-listening methodology described here uses fine-grained
measures of the time course of children’s gaze patterns in response to speech
to explore the early development of language understanding. On the one hand,
this procedure is technically “simple” in terms of stimulus presentation, similar
to “preferential-looking” procedures in that it is low in task demands and does
not require automated eyetracking technology. However, the looking-while-lis-
tening methodology differs critically from preferential-looking procedures in
terms of the quantitative methods used for data reduction and analysis, yielding
high-resolution real-time measures of speech processing rather than relying on
summary measures of looking preference. Because gaze patterns are time-locked
to the speech signal and coded frame-by-frame in this on-line paradigm, each 5-
min experiment yields data from thousands of frames about the child’s dynamic
response to the unfolding sentence. As described in this chapter, the meticulous
procedures involved in the collection, reduction, and multiple levels of analysis
of such detailed data are certainly not simple. But they are well worth the effort,
revealing a dynamic and nuanced picture of young children’s developing skill in
finding meaning in speech.
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CHAPTER §

What lurks beneath
Syntactic priming during language comprehension
in preschoolers (and adults)

Jesse Snedeker and Malathi Thothathiri

How do young children represent the structure of an utterance? Do they employ
abstract syntactic categories? Or are their representations more concrete and
lexically limited? Our recent work brings together the world-situated eye-gaze
paradigm and syntactic priming to explore these questions. We begin by re-
viewing theories of syntactic development and describing previous studies of
syntactic priming during children’s language production. Then we introduce
our method for exploring priming during comprehension. Next we present a
series of experiments on priming in adults, 4-year-olds and 3-year-olds. In each
case the participants interpretation is influenced by the structure of prior utter-
ances, even in the absence of lexical overlap. We conclude that young children
(and adults) employ abstract syntactic representations during on-line sentence
comprehension.

1. Introduction

In the past ten years researchers have made extensive use of on-line methods
to explore what children understand at different ages, how rapidly they under-
stand it, and what kinds of information they use to reach this understanding.
Our recent work brings together two existing methods (syntactic priming and
the world-situated eye-gaze paradigm) to explore a different question: what is the
nature and scope of young children’s grammatical representations and how do
they change over development? We begin by briefly reviewing alternate theories
about the development of syntax and its mapping to semantics. Next we describe
the phenomenon of syntactic priming during production, before introducing our
method for exploring priming during spoken language comprehension. We then
describe a series of experiments on syntactic priming from comprehension to
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comprehension in adults, 4-year-olds and 3-year-olds. In each case we find robust
evidence that participants’ interpretation of utterances is influenced by the struc-
ture of prior utterances even in the absence of lexical overlap. These results indi-
cate that young children (and adults) employ abstract structural representations
during on-line sentence comprehension. Finally, we discuss how this technique
can be used to explore the nature of these abstract representations and their rela-
tion to individual lexical items.

1.1 The acquisition of argument structure:
Early abstraction or item-based frames?

A perennial question in linguistics is how to characterize the relations between
syntactic roles, semantic roles, and our knowledge of specific predicates (see e.g.,
Baker 1988; Goldberg 1995; Grimshaw 1990; Jackendoff 2002). Any theory of
these relations must account for two facts. First, there are systematic linkages be-
tween meaning and syntactic structure that are robust across verbs and languages
(Fillmore 1968; Baker 1988; Dowty 1991; Levin 1993). For example, agents of ac-
tions generally surface as subjects, and themes as direct objects. Second, although
these linkages are systematic, they do not fully predict the syntactic position of an
argument. Similar propositions can be expressed using different surface syntactic
forms, depending on the verb, its morphological form and other factors such as
discourse structure and the phonological weight of constituents (1)-(2). Since
much of this variation depends upon the verb in the utterance, all viable theories
make use of lexically-specific information (though they vary in whether it is syn-
tactic or semantic and how it is used).

(1) The possible housing collapse frightened the young couple.

a
b. The young couple feared the possible housing collapse.

(2) a. Ariel sent a half-eaten pomegranate to Chris.
b. Ariel sent Chris a half-eaten pomegranate.

While every theory of language acquisition must acknowledge these two facts,
theorists differ in which they see as primary. For one group of theorists, the ro-
bustness of the syntactic-semantic correspondences is seen as evidence that the
linkages between meaning and structure are innate properties of universal gram-
mar that play a role in language acquisition (Grimshaw 1981; Pinker 1984; Gleit-
man 1990). For example, Pinker’s semantic bootstrapping hypothesis (1984) pro-
poses that children come to the task of language acquisition with a set of thematic
roles (e.g., agent and patient), a set of syntactic functions (e.g., subject and direct
object), and some default rules for linking one to the other.
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In contrast, usage-based theories place lexically-specific information at the
center of acquisition (Tomasello 1992; Goldberg 1995). For example, Tomasello
proposes that children initially analyze each predicate as an isolated grammatical
island with open argument positions that can be freely filled with nominals. Grad-
ually children begin to notice similarities in the semantic functions assigned to
these fillers and their morphological marking or position relative to the verb. This
observed overlap leads them to form broader semantic categories (such as agent
and theme), broader syntactic categories (such as verb, subject and object), and
generalizations about their relationship. This account differs from the semantic
bootstrapping hypothesis in two ways. First, the semantic bootstrapping hypoth-
esis proposes that children who are just beginning to learn language represent
utterances in terms of broad semantic and syntactic categories that allow them to
make generalizations from one verb to another. Second, the semantic bootstrap-
ping hypothesis proposes innate default mappings between these semantic and
syntactic primitives. These two features are partially independent. While innate
mapping rules presuppose abstractions of roughly the same scope as the target
grammayr, the converse need not be true. Syntactic and semantic abstractions may
guide children’s early language acquisition even if the mappings between them
must be learned.

In fact the notion that children’s early grammars employ broad categories is
shared by many theories which dispute the notion of innate or early-acquired
thematic mapping rules. For example, Braine (1976), Bowerman (1973), and oth-
ers have suggested that early child language is organized around conceptual cat-
egories (e.g., action, actor) which serve as an entry point into syntax. Goldberg
(2006) emphasizes the learning of syntax-semantics mappings but nevertheless
suggests that children have semantic generalizations (such as actor) and syntactic
slots (like PP) from very early on. These theories all posit an early grammar with
abstract categories that could support generalizations across verbs, thus they con-
trast with usage-based theories which claim early grammars lack such categories
before 3- to 3.5 years of age.

Much of the recent research on these issues has addressed both questions
simultaneously, searching for evidence that young children have thematic map-
ping rules that express relations between abstract syntactic and semantic catego-
ries. In contrast our work puts aside the question of whether young children have
these linking rules and simply focuses on whether they have abstract categories.
Specifically, we ask whether 3- and 4-year-old children show a form of structural
priming that cannot be captured by a linguistic system that is limited solely to
isolated, verb-specific representations. Before introducing the priming paradigm,
we briefly discuss findings from other methods for exploring children’s structural
generalizations.
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1.2 Novel-verb generalization as a window
onto grammatical representations

Recent work on the nature of children’s structural representations has focused on
their ability to comprehend and produce sentences with novel verbs. An impres-
sive number of production experiments has demonstrated that children under
3.5 primarily use new verbs in ways that mimic the input, failing to generalize
argument structure alternations from one verb to another (see Tomasello 2000
for a review). For example, Tomasello & Brooks (1998) presented 2-year-old chil-
dren with a novel verb in either a transitive or an intransitive construction (e.g.,
The puppy is meeking the ball or The ball is meeking) and then attempted to elicit
the unmodeled construction. For example, intransitives were elicited by asking
questions which placed the theme in subject position, ensuring that it would be
given information in any response (What did the ball do?). Despite this discourse
pressure, the children used the construction that had been modeled by the adult
almost 90 percent of the time. The authors concluded that children’s early con-
structions are verb-specific, and that abstract verb-general constructions develop
gradually during the preschool years.

In contrast, several novel-verb comprehension studies have found evidence for
abstract constructions in children between 20 and 36 months of age. These stud-
ies explore this generalization by testing whether young children can use broad
semantic-syntactic mappings to interpret the thematic roles assigned by a novel
verb. For example, Fisher and colleagues have found that children as young as 20
months systematically prefer to map transitive sentences to caused motion events
(rather than self-generated motion events) but show no such preference for intran-
sitive sentences (Fisher 2002a; Yuan, Fisher, & Snedeker 2007). Further evidence
comes from children’s comprehension of reversible transitives. By 21 months of
age, children systematically interpret the subject of a transitive sentence with a
novel verb as the agent of the action (Gertner, Fisher, & Eisengart 2006).

How can we reconcile the productivity present in these comprehension stud-
ies with the lack of generalization observed in the production studies? Most au-
thors suggest that one set of findings reveals the child’s workaday grammar, while
the other reflects task-specific strategies or limitations. For example, Tomasello
and colleagues have suggested that the preferential-looking studies may reflect
emerging and incomplete representations that initially play little role in everyday
comprehension and production (see, e.g., Savage, Lieven, Theakston, & Tomasello
2003). In contrast Fisher (2002b) has argued that low productivity during novel
verb production cannot be taken as evidence for the absence of abstract represen-
tations. Whether a verb can appear in a particular argument structure alterna-
tion depends on a complex set of semantic constraints (Levin 1993). For example,
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the causative alternation, used by Tomasello and Brooks (1998), is restricted to
verbs that encode an externally-caused manner of motion. Consequently, even a
learner with abstract representations of argument structure might be unwilling to
extend novel verbs to unattested constructions because she lacks full knowledge
of the semantic constraints on the alternation or is uncertain about the meaning
of the verb. While the children in these production studies clearly map the verbs
to appropriate events, it is unclear how precisely their interpretation of the verb
matches the one that the experimenters had in mind. Extracting the meaning of
a novel verb from a visual scene is difficult even for adults (Gillette, Gleitman,
Gleitman, & Lederer 1999; Snedeker & Gleitman 2004).

While the novel verb paradigms have been extremely informative, they have
two limitations which have led researchers to seek out other methods. First, these
paradigms necessarily explore children’s structural representations by probing
their knowledge of thematic linking rules. To generalize an argument structure
alternation or interpret a sentence with a novel verb, a child must know how se-
mantic roles are mapped onto syntactic positions. But as we noted earlier, while
structural abstractions are necessary for adult-like linking rules, linking rules are
not necessary for abstractions. Thus a paradigm which allows us to investigate
abstractions without requiring knowledge of linking rules would be valuable.

Second, some have questioned the conclusions that can be drawn from novel-
verb paradigms. For example, Ninio (2005) argues that children’s ability to use
or interpret novel verbs in unattested constructions does not necessarily dem-
onstrate that they have linguistic representations which are abstract. Instead she
suggests that children’s grammatical knowledge is stored in a format that is lexi-
cally specific and concrete. However, under unusual circumstances, like those in
the generalization studies, knowledge of one verb can be extended to another
through a process of structural analogy.

The impact of this argument depends on our conception of analogy. Consider
a child who hears “The bunny is gorping the duck” while watching two videos in
which one actor pulls another by the feet. If she transfers structural knowledge
from known verbs to the novel verb by virtue of the structure of the utterance or
the fact that they are all verbs, then this process would posit precisely the kind
of structural generalizations that the verb island hypothesis denies. However, it
would also be possible to form such an analogy without invoking higher-level
linguistic categories. Children could simply translate or substitute a novel verb
with a known form that has the same apparent meaning (e.g., gorp means pull).
This would allow them to apply item-specific knowledge without invoking larger
generalizations. Thus knowing that knowledge is transferred from a known verb
to a novel verb does not tell us about the nature of the representations that under-
lie this transfer or the knowledge that children draw upon in their comprehension
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and production of known words. Below, we discuss how syntactic priming para-
digms can help shed light on these workaday structural representations.

2. Using syntactic priming to study abstraction in children’s production

In an elegant and extensive series of experiments, Bock has demonstrated that, in
adult speakers, prior use of a syntactic construction alters the probability that it
will be used again (Bock 1986; Bock 1989; Bock & Loebell 1990; Bock, Loebell, &
Morley 1992). For example, adults who have just produced a prepositional-object
dative (PO e.g., The girl handed a paintbrush to the man) are relatively more likely
to describe another picture using a second PO dative, while those who have just
produced a double-object dative (DO e.g., The girl handed the man a paintbrush)
are relatively more likely to describe the picture with a DO dative. This priming
is structural in that it occurs even when the meanings of the prime sentences are
controlled and the prime and target sentences have no content words in com-
mon. In addition to picture description, priming has been demonstrated during
written sentence completion, spoken sentence completion, and dialogue with a
confederate (Branigan, Pickering, Stewart, & McLean 2000; Branigan, Pickering,
& Cleland 2000; Pickering & Branigan 1998). This priming is not due to lexical or
prosodic similarity alone (Bock & Loebell 1990). The priming persists regardless
of whether the speaker produces the prime or merely reads or hears it, demon-
strating that these effects arise from the activation of structural representations or
procedures that are common to both production and comprehension.

This technique has several advantages for studying the nature of children’s
structural representations. First, it allows us to explore how children use known
verbs under controlled conditions. While novel-verb tasks are an effective way to
control for prior verb-specific learning, interpreting their relevance for language
processing may not be straightforward. As mentioned above, success at a novel-
verb generalization task is compatible with reliance on lexically-specific represen-
tations for comprehension and production, supplemented by analogical problem-
solving strategies. By looking for abstract structural priming with known verbs
(for which children potentially could possess adequate lexically-specific repre-
sentations), we can better evaluate the importance of abstract representations in
children’s everyday language use.

Second, this technique allows us to compare the relative strength of abstract
and lexically-specific priming. We can assess this by comparing the priming ef-
fects under two conditions: (1) when there is no lexical overlap between the prime
and target (e.g., prime: The boy threw his dog a ball, target: The teacher gave the
student new books); and (2) when the prime and target sentences share the same
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verb (e.g., prime: The boy gave his dog a ball, target: The teacher gave the student
new books). In adults priming is stronger when there is lexical overlap (Pickering
& Branigan 1998 but see Konopka & Bock 2005). This suggests either that adults
are using lexically-specific representations in addition to abstract ones, or that
lexical items are connected to abstract representations by links which can them-
selves be primed (see Section 7.2). By comparing the strength of structural prim-
ing between verbs and structural priming within verbs, we can elucidate the rela-
tion between lexical and abstract processes in children and we can explore how
both processes change over development. This may help reconcile the competing
findings from the novel-verb production and comprehension studies.

Structural priming has only recently been used to study the nature of young
children’s representations. We are aware of four published studies that explore
production priming in children. One examined the production of noun phrases
in 3- and 4-year-olds using a confederate dialog paradigm (Branigan, McLean, &
Jones 2005). The children showed strong abstract priming which was further en-
hanced when the prime and target shared the same head noun. While this study
suggests developmental continuity in priming, it does not address the questions
that motivate the current work. The controversy in language acquisition centers
on the status of verbs in the grammars of young children. The psychological real-
ity of nouns is uncontentious (for example, the verb island hypothesis posits a
category of nouns that fill in the slots of lexically-specific verbal frames).!

The remaining three studies used a picture description paradigm. In this par-
adigm, participants are shown pictures of simple scenes. During the prime trials
the scene is described for the participant, who is typically asked to repeat this
description. The prime trial is immediately followed by a test trial during which
the participant is simply shown a picture and asked to describe it. Critically, both
the prime and test pictures depict events which could be described using two syn-
tactically distinct forms (e.g., DO and PO datives or the passive and active forms
of the transitive).

1. The confederate dialog task used by Branigan and colleagues (2005) may tap different
mechanisms than the picture description tasks described below. In adults, priming effects in
dialog paradigms appear to reflect higher-level processes facilitating coordination during dia-
log, in addition to lower-level structural priming (Branigan et al. 2000; Pickering & Garrod
2004). The task used in the Branigan child study may have promoted direct comparison of the
prime and target utterances, further encouraging parallelism. On every trial the experimenter
and child each put down a card with a colored object on it, the experimenter described her card
(e.g., the red cat or the cat that is red), the child described his, and then both participants raced
to pick up the cards if they matched. The priming effects were larger than those observed in
parallel studies with adults and prior studies with children (82% matches to the prime in the
absence of lexical overlap).
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The picture description studies with children differ from those with adults in
several respects. First, studies with children typically employ a small number of
test items. While this helps to ensure that the study is short enough to be complet-
ed before the child’s attention wanders, it prevents the experimenters from ascer-
taining whether the observed effects are robust across items. Second, for the same
reason, few if any filler items are used. Finally, the critical independent variables
are often manipulated between subjects (rather than within subject) or blocked
and presented in separate testing sessions. In adult studies, fillers and within
subject manipulations are used to decrease the probability that participants will
become aware of the critical manipulation and develop strategies specific to the
experimental situation. Given the limited metalinguistic abilities of preschoolers
(Gombert 1992), developmentalists are typically not concerned about this pos-
sibility. However, note that both of these changes could increase the amount of
priming in the child studies. If all the primes are of the same type for a given
participant and these trials are interrupted by few or no filler items, then priming
from one trial may linger and summate with priming from the next.

The first study to explicitly explore priming in young children compared pas-
sive and active transitive constructions (Savage et al. 2003). Children were as-
signed to either a high or a low lexical overlap condition. In the high overlap
condition, prime sentences used pronouns that could potentially be repeated in
the target descriptions (e.g., It got pushed by it). In the low overlap condition,
prime sentences used nouns that could not be repeated in the target descriptions
(e.g., The bricks got pushed by the digger). 6-year-olds showed priming in both
overlap conditions, but 3- and 4-year-olds showed priming in the high overlap
condition only. Thus the authors concluded that while 6-year-olds have abstract
representations, 3- and 4-year-olds primarily rely on lexically-specific representa-
tions involving pronouns and some grammatical morphemes. In contrast, Hut-
tenlocher and colleagues found abstract structural priming in 4- and 5-year-olds
for both transitive and dative constructions (Huttenlocher, Vasilyeva, & Shimpi
2004). While, these studies differed in several respects, two factors seem particu-
larly relevant. The first is the number of times that the prime was repeated. The
children in the Huttenlocher study heard each prime utterance just once, while
those in the Savage study heard it four times. Repetition of a single utterance
may primarily engage the mechanisms responsible for lexically-specific priming
(e.g., verbal memory see Konopka & Bock 2005), resulting in little or no abstract
priming. A subsequent study by Savage and colleagues provides some prelimi-
nary support for this possibility (Savage, Lieven, Theakston, & Tomasello 2006).
They found that older 4-year-olds (mean age 4;11) showed weak priming effects
when a single prime was used repeatedly, but showed robust priming when a va-
riety of primes were employed. The second critical difference in the prior studies
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on abstract verbal priming is the exact age of the participants. The 4-year-olds in
the Huttenlocher study were older than those in the Savage study (mean age of 4;8
as compared to 4;2). Thus the discrepancy could be explained if we assume that
abstract production priming emerges sometime around four and a half. However,
recent unpublished reports of production priming in younger children compli-
cate this picture. Gamez, Shimpi, and Huttenlocher (2005) found no structural
priming of datives in a picture description task with 3.5- to 4.5-year-olds, while
Song and Fisher (2004) found robust structural priming in 3-year-old children
using a sentence imitation task.

3. Studying priming during comprehension

Recent work in our lab explores syntactic priming during on-line comprehension.
Since production tasks are often more difficult for children than comprehension
tasks (Hirsh-Pasek & Golinkoff 1996), this may provide a more sensitive measure of
children’ linguistic knowledge and allow us to test younger children. These studies
use a world-situated eye-gaze paradigm that taps on-line sentence processing (the
visual world paradigm). We measure participants’ eye movements while they lis-
ten to instructions and manipulate objects. Under such circumstances, eye move-
ments to the objects are tightly linked to the unfolding utterances and are sensi-
tive to lexical and structural processing in both adults (e.g., Allopenna, Magnuson,
& Tanenhaus 1998; Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy 1995) and
children (Trueswell, Sekerina, Hill, & Logrip 1999; Snedeker & Trueswell 2004;
Snedeker & Yuan in press; and Trueswell this volume). By using a technique with
good temporal resolution, we can explore the locus of the priming effect and rule
out alternate explanations that might apply to priming during production.

3.1 The “poor mans” eyetracker

Most researchers employing the visual world paradigm use head-mounted or
table-mounted eyetrackers to measure fixation patterns (see Trueswell this vol-
ume). In our lab we use a method we call the “poor man’s eyetracker”, in which a
hidden camera is used to videotape the participant’s direction of gaze. The set-up
is simple. The participant sits in front of an inclined podium with four shelves,
one in each quadrant. A camera is placed beneath the podium with its lens aligned
with a hole in the center of the display. The camera is focused on the participant’s
face and is used to record his or her eye movements, which are later coded using
frame-by-frame viewing on a digital VCR.
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There are several advantages to this method. First, we have found that more
preschools, parents, and children are willing to participate in research that uses
familiar and noninvasive technology. Second, the hidden camera technique is far
less expensive than eyetracking, making it accessible to more researchers. All that
is needed is a laptop computer with speakers, a small camera, a stage for dis-
playing props, and some method for coding videotape frame-by-frame (e.g., an
editing deck with a jog-shuttle knob or a computerized coding system). Since
most of this equipment is already present in the typical language acquisition lab,
the paradigm can be easily adopted by experimenters who are just beginning to
explore on-line methods. Third, the equipment is light, compact, and very easy
to set up, thus the paradigm does not require a dedicated testing room and can
be readily transported to schools or distant populations. Finally the “poor man’s”
eyetracker avoids some of the technical limitations of other eyetracking methods.
Because of their weight and fragility, head-mounted eyetrackers are not suitable
for children under about four and a half. Table-mounted eyetrackers can be used
with children of any age. However, most current models have difficulty tracking
gaze if the child’s head is in motion. Consequently, they are ill-suited for use dur-
ing act out tasks and with children who have difficulty sitting still.

Although new to sentence processing, the “poor man’s” eyetracker is simply
a variant of the preferential-looking paradigms which are widely applied in de-
velopmental psychology (Fantz 1961; Fagan 1970; Spelke 1979). Intermodal pref-
erential-looking studies typically show very high inter-coder reliability especially
when frame-by-frame coding is employed (Hirsh-Pasek & Golinkoff 1996). Many
of these intermodal studies have looked at children’s comprehension of spoken
language (Hirsh-Pasek & Golinkoff 1996). When frame-by-frame coding is syn-
chronized with a speech stimulus, the paradigm is quite similar to the eyetracking
paradigms used in sentence processing (see Fernald, Zangl, Portillo, & Marchman
this volume). These techniques have proven to be sensitive enough to explore the
resolution of pronouns in preschoolers (Song & Fisher 2002) and improvements
in the speed of word identification between 15 and 24 months (Swingley, Pinto,
& Fernald 1999).

In our lab we record and code eye movements using DVCAM equipment and
tape stock. Unlike most formats DVCAM has audio-lock recording which en-
sures that the audio and video tracks remain synchronized. Coding is completed
in two steps. The first coder listens to the tape with the audio on and notes the
time of the onset and offset of the sentence. These time points are used to define
the period during which the eye movements will be coded and to synchronize the
eye movement data to the speech stream during analysis. A second coder views
the tape with the audio off and notes the onset of each change in gaze and the di-
rection of the subsequent fixation. The direction of a fixation is coded as being in
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one of the quadrants, at center, or away from the display. If the participant’s eyes
are closed or not visible, the frame is coded as missing and the data are excluded
from the analysis. A subset of the tapes is independently coded by an additional
observer and inter-coder reliability is generally high (> 90% in the studies pre-
sented below).

To validate this method, Snedeker and Trueswell (2004) performed a direct
comparison of data collected with the hidden camera and data collected with a
head-mounted eyetracker. They found that the two methods were quite compa-
rable: they converged on the same fixation location for 93% of the video frames
and produced similar amounts of lost data (2-3% of frames). Several aspects of
our procedure may be critical to achieving this level of accuracy. First, the room
is well lit and the camera is tightly focused on the participant’s face, allowing
the coders to see the iris and thus determine eye position. Second, participants
are placed close to the display and their chair is positioned so that their gaze is
centered at the location of the camera. This ensures that gazes to each of the four
quadrants can typically be distinguished by the direction in which the eyes rotate
and not merely by the extent to which they do so. The image of the participant’s
face on the hidden camera is monitored throughout the experiment to ensure that
the participant remains properly positioned. Finally, to ensure that coders receive
frequent feedback about the relation between eye position and gaze direction, we
elicit a predictable sequence of gazes from the participants at the beginning of
each trial by laying out the props in a consistent order (clockwise from the upper
left) and drawing their attention to each one.

it}
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Figure 1. Example of a scene as viewed by the participant. Eye movements were re-
corded by a camera placed behind the hole in the center. DO sentence: Bring the monkey
the hat; PO: Bring the money to the bear. (The ambiguous interval is in bold.)
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3.2 Stimuli

In these studies we examine structural priming in sentences with dative verbs.
Dative verbs, such as give, bring, or send, typically appear with three arguments:
an agent, a recipient, and a theme. In English there are two ways in which these
arguments can be expressed (see (3)). In the prepositional-object construction
(PO, (3a)) the theme appears as the direct object while the recipient is expressed
by the prepositional phrase marked by to. In the double-object construction (DO,
(3b)) the recipient is the direct object while the theme is expressed as a second
noun phrase and no preposition is used.

(3) a. The misanthrope left his entire fortune to Shamu.
b. The misanthrope left Shamu his entire fortune.

Datives are well-suited to our purposes for three reasons. First, they appear to be
acquired quite early; children comprehend and produce both forms by age three
(Campbell & Tomasello 2001; Gropen, Pinker, Hollander, Goldberg, & Wilson
1989). Second, the two dative constructions differ primarily in their syntactic
structure and in the mappings between thematic roles and syntactic positions,
and only slightly in meaning (if at all; see Baker 1997). Thus, priming using da-
tives offers a reasonably clear case of structural priming independent of semantics.
Finally, datives are commonly used in studies of production priming in adults,
facilitating comparisons across experiments.

Each experimental block consisted of: (1) some filler sentences (which were
not datives); (2) two prime sentences that were either DO or PO datives (e.g., DO:
Give the lion the ball; PO: Give the ball to the lion); and (3) a final target sentence,
which was also a DO or PO dative (e.g., DO: Bring the monkey the hat; PO: Bring
the money to the bear). In all of our studies prime type and target type were fully
crossed and manipulated between subjects, resulting in four possible conditions
(DO prime-DO target; DO prime-PO target; PO prime-DO target; PO prime-PO
target). Each participant in a given study was randomly assigned to one of these
conditions.

Our goal was to determine whether DO and PO datives would prime the
interpretation of subsequent utterances that used a different verb and had no
common content words. To link this priming to eye movements we made use
of a well-studied phenomenon in word recognition, the cohort effect (Marslen-
Wilson & Welsh 1978). As a spoken word unfolds, listeners activate the lexical
items that share phonological features with the portion of the word that they have
heard. In the visual world paradigm, this process results in fixations to the ref-
erents of words that share features with the target word (Allopenna et al. 1998).
These effects are particularly strong at the beginning of a word, when all of the
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phonological information is consistent with multiple words (the members of a
given cohort). In our studies we used priming as a top-down constraint which
might modulate the activation of different members of a phonological cohort.

On target trials, the set of toys that accompanied the utterance contained two
items that were phonological matches to the initial part of the direct object noun
(see Figure 1). One was animate and hence a potential recipient (e.g., a monkey)
while the other was inanimate and hence a more likely theme (e.g., money). Thus
the overlap in word onsets (e.g., mon...) created a lexical ambiguity which was
tightly linked to a short-lived ambiguity in the argument structure of the verb. We
expected that priming of the DO dative would lead the participants to interpret
the first noun as a recipient, resulting in more looks to the animate match, while
priming of the PO dative would lead participants to interpret it as a theme result-
ing in more looks to the inanimate match. The instructions were prerecorded by
a speaker who used an enthusiastic tone and slow delivery.

3.3 Selecting a dependent variable

Dependent measures that are commonly used in eyetracking studies include first
gaze duration, latency, and total fixation time. Young children’s first looks may
not be reliably guided by memory for a particular object in a particular location
(Fernald, Thorpe, Hurtado, & Williams 2006). Therefore, we did not calculate first
gaze duration or latency, and analyzed total fixation time only. We will refer to
total fixation time simply as looks. In most of these studies our analyses focused
on the interval during the target trials in which the identity of the direct object,
and hence the argument structure of the verb, was temporarily ambiguous (e.g.,
mon...). Within this interval, we were interested in looks to the potential animate
recipient (e.g., monkey) and the potential inanimate theme (e.g., money). We will
refer to these two items as animal and object respectively. Specifically, we were in-
terested in whether the type of prime sentence influenced how much the children
looked to either the animal or the object. We explored three different dependent
variables: (1) looks to the animal as a proportion of all looks; (2) looks to the ob-
ject as proportion of all looks; and (3) the difference between the proportion of
looks to the animal and the object.

Because eye movements are influenced by factors other than the ones manip-
ulated (e.g., visual salience and name frequency; see Henderson & Ferreira 2004
for discussion), looks to one of the two items (animal or object) may be higher
than looks to the other irrespective of the experimental condition. Thus, ceiling
or floor effects might lead us to find significant effects for one of the measures
but not the others. In our pilot studies we found that analyses of the dispreferred
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item appeared to be more sensitive to priming effects. For example, if participants
preferred to look at the animal irrespective of the experimental condition, then
we would find reliable effects of priming in the analysis of looks to the object but
not in the analysis of looks to the animal. Therefore, our primary measure in the
studies that follow will be looks to the dispreferred item.

4.  Verifying syntactic priming in adult comprehension

There was, unfortunately, one road block to using comprehension priming to ex-
plore the development of structural generalizations. The existence of this form of
priming is controversial in adults, raising the possibility that priming paradigms
are insensitive to structural representations in comprehension, or that abstract
syntax plays a weaker role in comprehension than production (Townsend & Bever
2001). Critically, while several prior studies have explored structural priming dur-
ing comprehension, none of them provide unambiguous evidence of abstract syn-
tactic priming for the kinds of sentences that we intended to explore (post-verbal
ambiguities in argument structure). Two of the studies that found robust priming
effects (Luka & Barsalou 2005; Noppeney & Price 2004) used structures which were
not semantically equivalent (e.g., relative-clause attachment ambiguities), leaving
open the possibility that the priming effects were semantic rather than syntactic.
In addition, these studies used measures with a coarse temporal grain, creating
uncertainty about whether the effects were due to initial structural analysis or later
reanalysis. Two recent eyetracking studies have searched for evidence of priming
during on-line comprehension. Scheepers and Crocker (2004) studied the process-
ing of German transitive sentences with case marking. They found that the on-
line interpretation of ambiguously marked preverbal arguments was influenced
by prior unambiguously marked prime sentences. In contrast, using the English
dative alternation, Arai, Van Gompel, and Scheepers (2007) looked for priming of
the interpretation of post-verbal arguments. They found priming when prime and
target sentences contained the same verb, but not when they contained different
verbs (see also Branigan, Pickering, & McLean 2005).

Thus, while there is robust evidence for verb-specific priming during com-
prehension the scope and status of abstract priming is uncertain. Our first experi-
ment revisited the role of abstract structural information during adult language
comprehension. We tested 28 undergraduates in a between-verb priming task.
In this study, we used a priming paradigm in which each sentence was acted out
(act-out priming task, hereafter). Each participant heard four blocks of instruc-
tions. In each block, the first two sentences were fillers (non-datives), the next two
were DO or PO prime dative sentences, and the last was a target DO or PO da-
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tive sentence containing a temporary ambiguity (e.g., money/monkey). For every
sentence, new toys were put out, a sound file with an instruction was played, and
the participant carried out the command. Thus from the participant’s perspective
there was no obvious difference between the filler, prime, or target trials. Hand,
pass, feed, and send were each used in two prime sentences in two different blocks.
Throw and show were each used in two target sentences.

Unsurprisingly, these adults performed the right action on all target trials,
indicating that they were able to interpret the utterance irrespective of the prime
type. However, their eye movements during the period of ambiguity were clearly
affected by the prime. Since there was a weak preference for looks to the animal,
our primary analysis focused on looks to the object (Figure 2, left panel). Par-
ticipants who had heard PO primes were more likely to look at the object (the
potential theme) than those who had heard DO primes. There were no reliable ef-
fects of prime type on looks to the animal (the preferred item). The effect of prime
type persisted in the analyses of the difference scores. While participants who had
heard DO primes clearly preferred the animal (the potential recipient), those who
had heard the PO primes had a weak preference for the object.

Because the prime and target sentences in this experiment used different
verbs and nouns, these results suggest that abstract representations are used dur-
ing on-line language comprehension. Thus they contrast strongly with the results
of Arai, Van Gompel, and Schepeers (2007) who found no between-verb com-
prehension priming for datives. That study used a passive viewing task, while our
task required participants to plan and execute an action. Thus we considered the
possibility that the locus of our priming effect was in the mapping from the ut-
terance to the action plan. We explored this by testing whether abstract priming
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Figure 2. Structural priming effects during comprehension in adults: Proportion of
looks to the inanimate match (consistent with PO priming) in the act-out priming task
(left panel) and the story priming task (right panel).
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persists when prime sentences are not enacted or mapped onto a visual array. If
priming persists under these conditions we can rule out the possibility that ac-
tions are critical to producing priming during comprehension.

Participants passively listened to a story that contained the prime sentences
and then acted out a target sentence using a set of props (story priming task, here-
after). Specifically, the participants were told that they were going to listen to two
voices (Bob and Susan) which would be presented on a computer. Bob would tell
stories, while Susan would give them instructions to act out. At the beginning of
each trial, Bob’s voice talked about events that happened in a children’s store the
day before. Susan’s voice then interrupted with Its my turn. Are you ready? followed
by the actual instruction. The first three trials were practice items that did not in-
volve datives, while the subsequent trials alternated between critical trials and filler
trials. On critical trials, Bob’s last two sentences were DO or PO dative primes,
while Susan’s target instruction was also a DO or PO dative. There were a total of 6
critical trials with read, teach, sing, show, sell, and feed as the prime verbs and bring,
pass, throw, send, toss, and hand as the target verbs. As Figure 2 illustrates, the ef-
fects of priming persisted in the story priming task, demonstrating that priming
occurs even when the prime utterance is not mapped to an action or a visual dis-
play. Again there was a weak preference for looks to the animal and so our analyses
focused on looks to the object. Participants who had heard PO primes were more
likely to look at the object than those who had heard DO primes.

The two experiments reported here demonstrate comprehension-to-com-
prehension priming in adults when different verbs are used in prime and target
sentences. These studies extend the findings of the prior comprehension studies
in several ways. First, they demonstrate that priming occurs even when semanti-
cally equivalent dative sentences are used, thus minimizing the possibility that
the effects are semantic rather than syntactic. Second, they show that priming
unfolds soon after the onset of the first noun, which was on average less than
550 ms after verb onset. This suggests that priming influences initial syntactic
analyses. In addition, these results complement Scheepers and Crocker (2004) by
showing priming during the interpretation of post-verbal arguments. Abstract,
non-verb-specific information appears to influence comprehension even after a
specific verb has been encountered.

We attribute the divergence between our findings and those of Arai, Van
Gompel, and Scheepers (2007) to two differences between the studies. First, Arai
and colleagues used a single prime before each target trial while we used two.
Previous evidence suggests that encountering multiple verbs in a structure leads
to stronger structural priming (Pickering & Branigan 1998; Savage et al. 2006).
Second, Arai and colleagues presented the target sentence immediately after the
prime with no intervening verbal materials, resulting in a lag of approximately
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1200 ms between prime and target trials. The lag in our studies was consider-
ably longer, in terms of both intervening utterances and elapsed time (approxi-
mately five sentences and 30-60 seconds for the act-out task and two sentences
and 4-5 seconds for the story priming task). A recent study by Konopka and
Bock (2005) suggests that the distance between the prime and the target affects
the relative magnitude of lexically-specific priming and abstract priming. They
found lexically-specific priming only when the target immediately followed the
prime. In contrast, abstract priming was numerically greater when a single sen-
tence intervened between the target and prime (priming at lag 1 > priming at lag
0) and remained robust across as many as three intervening sentences. Konopka
and Bock attribute lexically-specific priming to an explicit memory for the prime
sentence which decays rapidly. Abstract priming, they argue, involves a form of
implicit learning, parallel to the setting of connection weights in a neural network
(Chang, Dell, & Bock 2006). Extending this proposal to comprehension priming
generates the prediction that abstract priming would be greater in the present
experiments while lexically-specific priming would be greater in the study by Arai
and colleagues. Systematic investigation of the effect of the prime-to-target lag on
comprehension priming will be required to validate this speculative account.

5.  Syntactic priming in preschoolers

Armed with a paradigm that was sensitive to abstract structural priming in adults,
we set out to discover whether the same paradigm could be applied to children.
We focused our work on two age groups: young 4-year-olds and young 3-year-
olds. Young 4-year-olds were of interest because they have failed to show abstract
priming effects in two production priming studies (Savage et al. 2003; Gamez et
al. 2005) despite showing fairly robust generalization in novel-verb production
tasks (Tomasello 2000). This raises the possibility that novel-verb generalization
paradigms may not reflect the structure that underlies everyday language use
(Ninio 2005). Young 3-year-olds were of interest because they typically fail to
generalize in novel-verb production studies (Tomasello 2000). Thus evidence of
abstract priming in this age group would challenge the empirical basis of the verb
island hypothesis.

Of course, one cannot simultaneously test the sensitivity of a method and the
existence of the phenomenon that it is supposed to be sensitive to. Failure to find
parallel effects of abstract structural priming in young children could indicate
either that the task is not appropriate to explore priming in this age group, or that
children fail to employ abstract representations in on-line comprehension. Thus
we began by testing our task on an uncontroversial phenomenon: within-verb
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priming in 4-year-olds. Within-verb priming can be mediated by abstract struc-
ture or lexically-specific representations. Given the results of the prior production
priming studies and the novel-verb generalization studies we would expect to find
robust priming within verbs in any task that is sensitive to priming of the relevant
representations.

5.1 Experiments with 4-year-olds

Twenty young 4-year-olds (M = 4;1) participated in an act-out priming task, simi-
lar to the one we conducted with adults. All prime and all target sentences used
the verb give, which is the most frequent dative verb in the input to children and
in speech between adults. The temporary ambiguity in each target sentence was
created by using an animal as the recipient in the DO sentences and a compound
noun beginning with the same word as the theme in the PO sentences (e.g., DO:
Give the bird the dog bone; PO: Give the birdhouse to the sheep), resulting in a long
ambiguous region (400 ms).

The children performed the right action on 89% of the target trials. Two-
thirds of the errors were role reversals (e.g., giving the bird to the dog bone in re-
sponse to Give the bird the dog bone). Most of these were in the mixed conditions,
where the prime type did not match the target type, suggesting that children were
sometimes led down the wrong path by the prime sentences. Across conditions,
children looked at the animal more than the object, thus our analysis focused on
looks to the object (Figure 3, left panel). Those children primed with PO sentenc-
es (where the first noun is the inanimate theme) looked more at the object than
those primed with DO sentences (where the first noun is the animate recipient).
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Figure 3. Structural priming effects in 4-year-olds: Proportion of looks to the inanimate
match (consistent with PO priming) in the within-verb priming condition (left panel)
and the between-verb priming condition (right panel).
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Thus we found that 4-year-old children’s interpretation of temporarily ambiguous
dative sentences was rapidly influenced by the previous sentences that they had
heard. Because we used the same verb in both prime and target sentences, this
effect could reflect either verb-specific or abstract priming.

To explore whether 4-year-olds have structural representations that are
broader than individual verbs, we conducted a parallel study of across-verb prim-
ing. The prime sentences used show and bring, while the targets were the same as
those used in the within-verb priming study, and thus used the verb give. Thirty-
eight young 4-year-olds participated (M = 4;0). The children performed the cor-
rect action on 90% of the target trials. Our analysis of looks to the dispreferred
item (the object) revealed a significant effect of prime (Figure 3, right panel). As
predicted, those primed with PO sentences looked more at the object than those
primed with DO sentences. Thus we found that 4-year-old children’s interpreta-
tion of temporarily ambiguous give sentences was influenced by the previous show
or bring sentences that they had heard. This priming across verbs demonstrates
that 4-year-olds have structural representations of dative utterances that are not
bound to individual verbs.

There are however, two limitations to this finding. First, while these results
clearly demonstrate between-verb priming for the target verb give, they cannot
tell us whether this priming occurs across a wider range of dative verbs. The verb
give is unique: it is the most frequent dative verb in the input and under some
theories it has a privileged role in the acquisition of dative constructions (Gold-
berg 1995; Ninio 1999). Second, although the findings of the production priming
tasks have been mixed, most theorists would agree that 4-year-olds demonstrate
some degree of abstract structural generalization in novel-verb production tasks.
Much of the debate about the nature of children’s representations has centered on
3-year-olds. Thus it was imperative to extend these findings to younger children
and to a wider variety of dative verbs.

5.2 Experiments with 3-year-olds

To validate our technique with a younger age group we began by exploring with-
in-verb priming using the act-out priming task. Thirty young 3-year-olds (M =
3;1) participated. Each child heard one of two lists each containing four different
dative verbs, but within a given block, the prime and the target verbs were the
same. The verbs were pass, send, throw, and bring for group 1 and hand, show,
toss, and take for group 2. The phonological ambiguities in target sentences did
not depend upon compound nouns, because we were unsure whether 3-year-olds
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would know them. Instead we used animal/object name pairs that overlapped in
their onsets (e.g., DO: Show the horse the book; PO: Show the horn to the dog).

Because the 3-year-olds were slower and more variable in their eye move-
ments than the 4-year-olds, we averaged looking time over a longer time window
in our analyses. While minimum saccade latencies can be as small as 133 ms for
adults in a simple visual task (Matin, Shao, & Boft 1993), the latencies for young
children in a task where all stimuli stay visible throughout the trial and there is
phonological overlap amongst the visible items are likely to be higher. For ex-
ample, Swingley, Pinto, and Fernald (1999) found mean latencies of 558 ms and
785 ms for adults and 24-month-olds respectively. In our experiments, average
latencies to look at the first mentioned item on ten randomly selected, unambigu-
ous prime trials were 983 ms for the 3-year-olds (SD = 292 ms) and 437 ms for
the 4-year-olds (SD = 188 ms). Therefore, our analyses for 3-year-olds began 200
ms after the onset of the first noun but (conservatively) extended up to 2 seconds
after noun onset. Because this window is likely to include looks that were pro-
grammed after the first noun was disambiguated, we might expect to see an effect
of target type in addition to any prime effects.

Children performed the correct action on 79% of the target trials. Most errors
(72%) were due to children not acting out DO sentences (picking up the toys but
not carrying out the action). Across conditions, children showed a slight prefer-
ence for the object over the animal. Our analysis of looks to the dispreferred item
(the animal) found a significant effect of prime (Figure 4, left panel). As predict-
ed, those primed with DO sentences looked more at the animal. Unsurprisingly,
there was also a significant effect of target, reflecting the disambiguation of the
direct object during this time window. In addition there was a marginal interac-
tion between prime and target, suggesting that the priming effect was stronger for
DO target sentences.

The error rate in 3-year-olds was considerably higher than in 4-year-olds.
Because eye movements on error trials are hard to interpret, we performed a sec-
ondary analysis excluding those trials where there was an error in the action. The
effect of prime type on looks to the dispreferred item (the animal) persisted in this
analysis. Thus we found within-verb priming in 3-year-old children using eight
different dative verbs. Those primed with DO sentences looked relatively more at
the animal than those primed with PO sentences. These results demonstrate that
priming is not restricted to frequent, prototypical dative verbs such as give.

Because this within-verb priming could arise from either verb-specific or
more abstract representations, our next experiment examined between-verb
priming in this population. Thirty-two young 3-year-olds (M = 3;1) participated.
Each child was assigned to one of two stimulus lists. In one list pass, send, throw,
and bring appeared as targets while hand, show, toss, and take appeared as primes.
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Figure 4. Structural priming effects in 3-year-olds: Proportion of looks to the animate
match (consistent with DO priming) in the within-verb priming condition (left panel)
and the between-verb priming condition (right panel).

In the second list, the role of the verbs was reversed. Thus the target and prime
sentences were the same as those in the within-verb priming study but they were
simply paired differently across participants. The two prime sentences in each
block used two different verbs because varied primes have been found to lead to
greater production priming in older children (Savage et al. 2006).

Children performed the right action on 75% of the target trials. Our analysis
of looks to the dispreferred item (the animal) found a significant effect of prime
only. As predicted, those primed with DO sentences looked more at the animal
(Figure 4, right panel). In a secondary analysis we excluded all trials where chil-
dren committed errors. The effect of prime on looks to the animal persisted. Thus
we found that 3-year-olds’ interpretation of target dative sentences was influenced
by the previous dative sentences that they had heard, even when the prime and
target sentences used different verbs and give did not appear as a prime or target.

The results reported here demonstrate within- and across-verb priming in
both 3- and 4-year-old children. The across-verb priming results can only be
explained by representations that are not verb-specific. Therefore, these results
suggest that both 3- and 4-year-old children use abstract representations dur-
ing comprehension. This priming appears across a variety of verbs and in an age
group that shows limited productivity in many novel-verb generalization tasks
(see Tomasello 2000).

6.  Identifying the locus of priming effects in children

What is the source of this priming effect? Our methodology rules out an alternate
explanation for previous production priming results found in children. Because
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the alternate constructions used in the child priming studies are distinguished by
the presence or absence of closed-class words or morphemes (to for datives or by
and the participle for passives), production effects could reflect the priming of
these words rather than grammatical structures. We avoided this possibility by
measuring priming of the role assigned to the direct-object noun, which precedes
this critical morpheme. This is clearest for the 4-year-olds where our entire time
window of analysis preceded the onset of fo (with a 200 ms offset). However, even
for the 3-year-olds, differences between the DO- and PO-prime conditions begin
to emerge prior to the onset of this morpheme.

Nevertheless, several alternate explanations of these priming effects remain.
The first, and the least interesting, invokes no representation of the phrase struc-
ture of the utterance or the argument structure of the verb. Perhaps children in
the DO prime conditions simply formed the expectation that the animal would be
mentioned first while children in the PO prime conditions learned to expect that
the object would be mentioned first. The remaining hypotheses all invoke syntax
in one way or another.

The simplest of these hypotheses is that our manipulation directly primed the
syntactic structures used in double-object (V NP NP) and prepositional (V NP
PP) datives (Pickering & Branigan 1998). These structures would activate the the-
matic roles associated with them, which in turn would activate animacy features
associated with those roles, resulting in the observed eye movements. Alternately,
our priming manipulation could have targeted the mapping between thematic
roles or animacy features on the one hand and syntactic positions on the other. For
example, if the locus of the effect was the mapping of thematic roles, DO primes
would potentiate the recipient«——direct object mapping, while PO primes would
potentiate a theme<«—>direct object mapping. Since the recipient and theme roles
are in turn correlated with animacy (the recipient is usually animate, theme is
usually inanimate), this would give rise to the pattern of eye movements seen in
our experiments. Alternatively, direct mappings between animacy features and
syntactic positions (e.g., animate<——direct object or inanimate<—direct object)
may have been primed. All three of these forms of priming have been found in
adults during sentence production (syntactic structures: Bock & Loebell 1990;
animacy mappings: Bock et al. 1992; thematic role mappings: Chang, Bock, &
Goldberg 2003).

To disentangle these different possibilities we will have to examine a broader
range of prime and target types to determine which of these features must overlap
for robust structural priming. We have begun exploring this issue with the story
priming task. This task has the advantage of allowing us to use prime sentences
that are not commands and cannot be acted out. Our current work examines the
effects of four kinds of primes (4a-d) on the interpretation of DO and PO datives.
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Figure 5. Story priming task with 4-year-olds. Effects of four prime types on the inter-
pretation of dative sentences (PO and DO targets collapsed) as measured by the differ-
ence between the proportion of looks to the animate match and the proportion of looks
to the inanimate match (higher values are consistent with DO priming).

To date, thirty-two 4-year-olds (eight per prime type) have participated in this
study of the nature of between-verb priming.

(4) a. DO prime: She read the girl a story.
b. PO prime: She read a story to the girl.
c. Intransitive prime: She winked.
d. Locative preposition prime: She carried the girl to the bed.

The preliminary results are promising (Figure 5). The observed pattern for the
DO and PO primes replicates and extends the results of the act-out priming task.
Participants who hear DO-primes show a strong preference for the animal during
the region of ambiguity, while those who hear PO-primes have no strong prefer-
ence for either the animal or the object. Thus dative priming in children persists
even when prime sentences are not mapped to an array or an action, and when
the prime and target sentences differ along several syntactic and semantic dimen-
sions (e.g., primes in the present study have subjects, include indefinite NPs and
in many cases abstract themes).

The locative preposition primes offer a preliminary answer to our questions
about the nature of these priming effects. These utterances have the same map-
ping between animacy and position as the DO datives (animate<——direct object
and inanimate<——>second NP). However, they have the same syntactic structure
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as the PO datives (NP PP) and a similar pattern of thematic role assignments
(theme, goal/recipient). In this condition the looks during the ambiguous region
clearly pattern with the PO primes: the locative prime increases looks to the ob-
ject relative to the intransitive control resulting in a difference score that is reli-
ably smaller that the DO primes but indistinguishable from the PO primes (see
Bock & Loebell 1990 for parallel findings in adult production priming). Thus we
tentatively conclude that comprehension priming of datives in preschoolers is not
linked to animacy features but may be attributable to the priming of syntactic
frames or patterns of thematic role assignment.

7. Conclusions
71  Comparison to previous studies

Our results add to the existing literature in several ways. First, they provide con-
verging evidence that young children have abstract structural representations.
Our findings complement those of novel-verb comprehension studies. Those
studies show that children can generalize attested structures to new verbs in the
absence of lexically-specific evidence for these structures. In contrast, our data
demonstrate that children use abstract representations in a situation where they
know the verbs and could presumably rely solely on lexically-specific representa-
tions, were this their dominant form of grammatical representation. Second, these
studies demonstrate that these abstractions are active in children during on-line
comprehension. Finally, these findings add to the nascent literature on structural
priming in preschoolers. Our method rules out some alternate explanations for
production priming (e.g., priming of closed-class items), and our results show
that abstract structural priming is not restricted to production as suggested by
some (Arai et al. 2007).

But how can we reconcile these findings with the results of novel-verb pro-
duction studies? One possibility would be to extend recent proposals by usage-
based theorists that different tasks tap representations of different strength. For
example, Tomasello and Abbot-Smith (2002:212) suggest that “linguistic and
other cognitive representations grow in strength during ontogeny, and perfor-
mance in preferential-looking tasks requires only weak representations whereas
performance in tasks requiring more active behavioral decision making requires
stronger representations”. Perhaps weak abstract representations also suffice to
produce the across-verb comprehension priming reported here. We see two rea-
sons to be skeptical of this analysis. First, the pattern of data that we observed
provides no evidence for a developmental shift in the relative strength of lexical
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and abstract representations. As we discuss below, our paradigm allows us to es-
timate the relative size of abstract priming and lexically-specific priming. In both
age groups we find robust evidence for abstract priming in the form of reliable
between-verb priming but no reliable evidence of lexically-specific priming (i.e.,
no interaction between prime type and within-/between-verb priming in either
age group). In fact, the evidence for lexically-specific priming is particularly weak
in the 3-year-olds, where the difference in effect size between the within-verb
and between-verb priming is negligible. Second, the graded strength hypothesis is
weakened by a recent study demonstrating that 3-year-olds can generalize the da-
tive alternation in a novel-verb production task (Conwell & Demuth 2007). Thus,
by 3 years of age, some abstract representations are clearly strong enough to influ-
ence both comprehension and production, suggesting the need for an alternate
explanation of the co-existence of item-specific use and abstract structural repre-
sentations. Below, we describe how structural priming can be used to investigate
one such alternate explanation which has been widely accepted by those studying
adult sentence processing.

7.2 Using structural priming to investigate children’s representations

The structural priming technique offers promise for exploring the theoretical and
developmental issues raised in the Introduction. Theoretical work on argument
structure has consistently acknowledged both broad syntax-semantics correspon-
dences and the role that lexical information plays in the syntactic realization of
event structure (Dowty 1991; Levin 1993; Jackendoff 2002). Developmentally,
there is a tension between evidence for early abstract representations (e.g., Fisher
2002b) and item-specific use (e.g., Tomasello 2000). Studying the relation be-
tween children’s lexical representations and their abstract representations may be
a fruitful avenue for resolving these questions.

Lexical-specificity and abstract syntax have long been accepted and recon-
ciled in theories of adult sentence comprehension. The data have left us with little
choice. For example, Trueswell and Kim (1998) found that reading times for tem-
porarily ambiguous sentence complements like (5) were affected by brief expo-
sures (39 ms) to one-word primes.

(5) 'The photographer accepted the fire could not be put out.

Exposure to a verb that typically takes a sentence complement (e.g., realize) facili-
tated ambiguity resolution, while exposure to a verb that typically takes a direct
object (e.g., obtain) hindered it. Note that this effect can only take place in a rep-
resentational system which is both lexically specific (different verbs had different
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impacts) and abstract (the structural biases of one verb affected processing of
another). Like many in the field, the authors accounted for these findings by pos-
iting that individual verbs are associated with abstract structural representations
which can be primed (see e.g., MacDonald, Pearlmutter, & Seidenberg 1994). The
strength of the link between the verb and a structural node depends on learner’s
prior exposure to that particular verb in that particular syntactic context.

Models of this kind provide an explanation for the co-existence of generaliza-
tion and item-specificity in young children (see Fisher 2002b). Perhaps young
children have the same linguistic architecture as adults, but simply lack experi-
ence. Perhaps like adults, they have abstract syntactic representations, abstract
semantic representations, and mappings between the two. However, because their
experience with individual verbs is limited the connections between some indi-
vidual verbs and some structures may be weaker or even absent. Were this true,
we would expect children to succeed when knowledge of the construction alone
is sufficient to solve the problem. This is generally the case in novel-verb preferen-
tial-looking studies. The structure is provided and the use of general linking rules
is sufficient to interpret the utterance without integrating verb-specific informa-
tion. However, when the task requires children to use the connection between the
verb and the structure, we would expect that performance would depend upon
(1) the child’s prior experience with the verb in that structure and (2) their expe-
rience of the verb in alternate structures. Novel-verb production studies put the
child in precisely the situation where she is least likely to be able to link the verb
to the new structure: there is no prior association between the two and there is
a strong association between the verb and an alternate structure. Known-verb
priming studies allow the child to make use of previously acquired associations
between specific verbs and abstract structures.

Similar models have been invoked to explain the differences between with-
in- and across-verb priming in production studies. As we noted above, while
structural priming occurs even when utterances share no content words, some
researchers have found that priming is greater when the same verb is used in
both target and prime (Pickering & Branigan 1998). Pickering and Branigan ex-
plain this pattern with a theory in which individual verbs are linked to abstract
combinatorial representations such as [NP, NP] and [NP, PP]. These abstract
combinatorial nodes are shared between verbs, leading to across-verb priming.
In addition, the link between an individual verb and a combinatorial node can be
potentiated, leading to an advantage for within-verb priming.

To explore whether our results accord with this pattern, we compared within-
and across-verb priming in 3- and 4-year-old children. For 3-year-olds, the effect
sizes for within- and across-verb priming were partial n? = .21 and partial n> =.17,
respectively. For 4-year-olds, the within-verb and across-verb priming effect sizes
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were partial n? =.45 and partial n? =.16 respectively. Thus, for both age groups
within-verb priming appears to be stronger than across-verb priming. However,
the interaction between the two types of priming was not significant for either

group.

7.3  Final words

The studies presented in this chapter demonstrate that the on-line interpretation
of dative utterances can be structurally primed by prior comprehension of other
dative sentences. This priming effect is robustly present in adults, 4-year-olds, and
3-year-olds and appears regardless of whether the prime sentence is acted out or
mapped onto a visual display. These effects are not, or not solely, lexically specific.
They persist when different verbs and nouns are used in the prime and target
sentences. The between-verb priming effect demonstrates that children as young
as 3 years employ abstract representations during the comprehension of sentences
with known verbs.

Future studies can shed light on important questions that remain. These
include the precise nature of the representations that can be primed (seman-
tic, syntactic, or mappings between syntax and semantics), and the constraints
on priming between verbs (is priming restricted to verbs with similar distribu-
tion, similar meaning, or both?). Critically, future priming studies can elucidate
whether young children like adults, have a language processing system in which
lexical and abstract representations interact to produce both item-specific and
generalized patterns of use.
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CHAPTER 6

Language acquisition research

A peek at the past: A glimpse into the future

Helen Smith Cairns

As the title suggests, this final chapter attempts to place the Workshop on On-
Line Methods in Children’s Language Processing and the papers in this volume
in a historical context. First, there is a brief review of the 40-year history of
research in language acquisition, including the late arrival of on-line methodol-
ogy. Then the chapter emphasizes the questions now being addressed in cur-
rent on-line research. Finally, the conclusion suggests desiderata with respect
to future progress in our understanding of the development of both linguistic
competence and linguistic performance.

The importance of the Workshop on On-Line Methods in Children’s Language Pro-
cessing, and of the present volume, can be best understood by placing the research
reported in the historical context of the evolving methodology of research in first
language acquisition. The questions addressed by the papers and posters present-
ed at the Workshop and described in the preceding chapters allow us to make
some predictions about where acquisition research may take us in the future. The
title of this chapter is intended to convey these dual goals.

In 1959 I had my first child. I believed that he talked like I did and that I had
taught him. I literally didn’t notice the omitted auxiliaries and bound morphemes.
When he began to overgeneralize past tenses and plurals, I was horrified and be-
lieved that it was because of the bad influence of children at his nursery school
whose parents hadn’t done as good a job as I had. In 1969 I had my last child.
By then we knew the characteristic child-like speech patterns, which we eagerly
recorded, and I rejoiced in his overgeneralizations because they showed he was
learning rules and producing forms he had never heard.

I tell this story to make two points. First, to illustrate the youth of our field. In
1959 I was not the only one who didn’t know anything about child language; no
one did. In Brown’s A First Language (1973) the earliest publications cited were
in 1963, by Braine (1963), Menyuk (1963a 1963b), and Brown (Brown & Fraser
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1963). Knowledge that was non-existent in 1959 was well-developed in 1969, yet
still primitive compared to 2007. We have experienced an explosion of knowledge
about child language in four decades. My second point is to illustrate that our
beliefs shape our experiences. Lest this sound dangerously post-modern, I assure
you that I believe we were much closer to truth in 1969 than in 1959, and in 2007
than 1969. As belief shapes experience, theory drives methodology. In empirical
research we decide what we need to experience in order to test our hypotheses,
and we develop methodologies in order to do so.

In Aspects of the theory of syntax, published in 1965, Chomsky introduced
the Competence/Performance distinction. Competence was the speaker-hear-
er’s knowledge of his language; performance, the actual use of language in real
time. To quote Chomsky: “Linguistic theory is concerned primarily with an ideal
speaker-hearer... who is unaffected by such grammatically irrelevant conditions
as memory limitations, distractions, shifts of attention and errors in applying his
knowledge of the language in actual performance” (p. 3). He goes on to say “To
study actual linguistic performance, we must consider the interaction of a variety
of factors, of which the underlying competence of the speaker-hearer is only one”
(p. 4). Thus, from the beginning there were two conceptions of linguistic perfor-
mance: idealized performance that would perfectly reflect competence and actual
performance taking place in real time.

In the early days our goal was to describe children’s grammars (competence),
and our primary method was to observe naturalistic speech. Diary studies gave
way to more systematic modes of data collection. In his 1970 book The acquisition
of language David McNeill had a chapter on methodology in which he addressed
production, comprehension, and elicited imitation, but production was primary.

The early pioneers, Brown, McNeill, Bloom, Braine, Menyuk, Bowerman and
others, learned an enormous amount from analyzing naturalistic speech. They
described the amazing phenomenon of Child English. That’s the language spoken
by everyone who is learning English, when they are between the ages of (roughly)
1 and 3, yet few of those people ever hear it spoken. Child English is a language
considerably different from Adult English, yet with highly predictable and well-
understood characteristics.

Many valuable analyses of the acquisition of basic sentence structure, nega-
tion, movement, function words, later the pro-drop phenomenon, and evidence
for parameter setting were based primarily on production data. Field work has
contributed valuable information on the acquisition of languages other than Eng-
lish, and CHILDES remains an important resource for acquisitionists. However,
in those early days our methodology flowed from our desire to describe the reg-
ularities in children’s speech, believing (correctly) that what was systematically
produced could give us information about the child’s underlying grammatical
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knowledge. Furthermore, we sought common features of speech across children,
believing (also correctly) that if many different children produced similar non-
adult syntactic and morphological forms, this would point to similar mechanisms
of acquisition.

We learned a lot, but we made a lot of mistakes, as well. For instance, we
thought that young children do not represent function words in their early lexi-
cons (or functional categories in their syntax) nor bound morphemes in their mor-
phologies. When cross-linguistic work began, we discovered that this absence of
bound morphemes is peculiar to lightly inflected languages like English. Children
in highly inflected languages, such as Italian, produce bound morphemes in their
earliest utterances. Clever behavioral studies, such as those by Shipley, Smith, and
Gleitman (1969) and Gerken and Mclntosh (1993) have since demonstrated that
English-speaking children do, in fact, represent function words and bound mor-
phemes long before they use them in speech. So we learned that children know
more than they say, and we realized that we needed to concentrate more on devel-
oping viable hypotheses about children’s implicit knowledge of language, rather
than being satisfied with analyses of speech behavior. This is an example of our
beliefs shaping what we choose to experience empirically. We initially believed
that all we needed was to describe speech patterns, so we listened carefully. Later
we came to believe that underlying linguistic knowledge is imperfectly reflected
in speech and we developed increasingly sophisticated (mostly off-line) methods
for testing hypotheses about children’s underlying grammars.

Simultaneously, linguistic theory became more sophisticated. In the early
days of transformational grammar we focused on the application of phrase struc-
ture rules and transformational rules. In children’s speech we sought to discover
their increasingly sophisticated application of the rules of language; a great deal
of the early work on child language (speech) attempted to account for basic sen-
tence structure with hypothesized phrase structure and transformational rules
(e.g., Brown & Hanlon 1970; Menyuk 1969). As linguistic theory became more
technical, it postulated the acquisition of knowledge structures far removed from
anything that could be discovered by an analysis of actual speech. Since then,
our goal has been to characterize children’s grammars and to figure out how they
could develop over time based on input consisting of exclusively positive evidence
constrained by general principles of acquisition, cognition, and development.

Acquisition research turned from an analysis of individual constructions to
acquisition of systems of the grammar. We were able to distinguish between uni-
versal principles, which we could assume to be available to the child at birth and
language-particular aspects of individual languages, which had to be acquired
from linguistic input. Research turned to attempts to demonstrate that from the
beginning children obey universal constraints, such as apply to movement opera-
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tions (Crain 1987) and to acquisition of grammatical modules such as binding
(Wexler & Chien 1985; McDaniel, Cairns, & Hsu 1990) and control (McDaniel,
Cairns, & Hsu 1990/1991). Acquisitionists’ theory construction became much
more constrained. If children were found to appear to violate universal principles,
then it was essential to develop an account of why this was the case. For instance,
pragmatic factors were invoked to account for the apparent violation of Princi-
ple B of the binding theory (Montalbetti & Wexler 1985; McDaniel & Maxfield
1992). Limited structure-building abilities were hypothesized to account for ap-
parent violation of control principles (Cairns, McDaniel, Hsu, & Rapp 1994).

The theory that languages vary parametrically provided the basis for an explo-
sion of research investigating grammatical acquisition in a variety of languages. A
large literature points to the child’s very early (before the age of three) acquisition
of a number of language specific properties. In many languages, such as Spanish
and Italian, the subject of sentences can be phonetically null; in others, such as
English, it must be pronounced. This is known as the pro-drop parameter, and it
is apparently set very early (Hyams 1986). There are languages such as German
and Dutch in which finite verbs appear in the second position of a sentence, while
nonfinite verbs appear at the end. Early learning (Poeppel & Wexler 1993) of this
parameter demonstrates not only that children have learned a syntactic require-
ment of their language, but also that they can discriminate finite from non-finite
verbs. Children acquiring all languages with a standard ordering of Subject, Verb,
and Object (e.g., SVO in languages such as English and Swedish, SOV in German)
learn language-particular word order possibly before they are combining words
(Wexler 1999). Since word order follows from a parameter regulating phrasal
structure, this demonstrates the acquisition, not of a linear constraint, but of a
structural one. In French the placement of the morpheme pas, indicating nega-
tion, varies according to the finiteness of the verb, appearing before a finite verb
and after a non-finite one. The fact that children acquire this distinction around
the age of two demonstrates the ability to discriminate between the two types
of verb and also knowledge of a movement operation that raises finite, but not
non-finite verbs (Pierce 1992). Thus, cross-linguistic investigations of language
acquisition demonstrate response at very early ages to the information required
by children to set parameters and acquire non-universal, language-specific as-
pects of their languages.

A major discovery of the cross-linguistic study of acquisition has been that
languages spoken by members of non-industrial cultures are not “primitive’, as
was once believed, but to have all the complexity of the languages of advanced
industrial cultures. Arguably the most important contribution in cross-linguistic
work has been the demonstration that signed languages are fully human languag-
es, with all the universal and language-specific properties of spoken languages
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(Klima & Bellugi 1979). In the not-so-distant past signed languages were thought
of as simple gestural systems, not fully formed languages. Now we know that chil-
dren acquiring signed languages go through the same stages as do speaking chil-
dren: from babbling to “telegraphic” utterances, to fully formed sentences (Petitto
1994).

All of these investigations of grammatical development focused on the acqui-
sition of an underlying system of grammar, or linguistic competence. Other lines
of research investigated linguistic performance.

In the early days we thought of “performance factors’, memory limitations,
speech errors, false starts, and disfluencies, as masking ideal speaker-hearer
speech. However, very early in adult psycholinguistics, under the influence of
people like Jerry Fodor, Tom Bever, Merrill Garrett, and George Miller, the other
meaning of performance, as the production and comprehension of speech based
on the underlying grammar, was taken seriously as a focus of experimental inves-
tigation. Early work took too literally elements of linguistic theory as elements
of psycholinguistic theory, and enterprises such as the Derivational Theory of
Complexity got things off to a rocky start. But we soon learned that theories of
performance needed to be independent of linguistic theory, although in some
important sense compatible with it. Systematic behavioral responses to newly
discovered phenomena like garden-path sentences called for explanations that
looked beyond a theory of competence. The grammar is agnostic about whether
a temporarily ambiguous structure, such as Everyone believed John... should con-
tain a clause boundary between believed and John, making John the subject of an
embedded clause, or not, making John the object of the verb believed. The com-
prehension system, however, has an overwhelming preference for the latter analy-
sis. Thus, there are language processing mechanisms that, while dependent upon
the grammar for a range of possible structures, clearly have parsing preferences
that are independent of the grammar. Experimental psycholinguists were inter-
ested from the beginning in developing theories to account for adults’ processing
of sentences in real time because many of the preferences of the comprehension
system are theoretically temporary and therefore not measurable with off-line
techniques that predominantly measure the product of comprehension. So they
developed on-line tasks such as phoneme and word monitoring, probe tasks, and
other reaction time measures, which reflected the properties of the mechanisms
engaged in language processing as it unfolds over time.

Interest in children’s linguistic performance as an object of study (rather
than as a vehicle for testing hypotheses about their competence) lagged far be-
hind adult psycholinguistics. I think this was primarily because acquisitionists
were focused on grammatical development in children and wanted to figure out
how children’s grammars progressed from the initial to the adult state. (And we
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wanted our experiments to be as free as possible from “performance factors”, such
as effects of memory and task demands.) Adult grammars were the province of
linguists, while adult processing was the responsibility of experimental psycholin-
guists. Thus, attention to children’s grammatical development eclipsed interest in
their processing of language.

In 1996 MIT Press published Methods of assessing children’s syntax (McDaniel,
McKee, & Cairns 1996), which reviewed a large variety of (mostly) off-line meth-
ods used to investigate grammatical development. There were only two chapters
dealing with on-line methods, one by Kathy Hirsh-Pasek and Roberta Golinkoff
on intermodal preferential looking and one that was a general review of on-line
methods by Cecile McKee (McKee 1996). She pointed out the rarity of on-line
studies relative to off-line ones, citing a study by Tyler and Marslen-Wilson (1981)
as one of the earliest attempts to identify operations in the real-time processing
of sentences by children. It was a word monitoring experiment investigating vari-
ous contextual effects on language processing in 5, 7, and 10-year-old children.
(A historical note: This was when the Journal of Memory and Language was the
Journal of Verbal Learning and Verbal Behavior.) In their introduction Tyler and
Marslen-Wilson write the following: “In most of the research on the development
of language... comprehension is measured at the end of an utterance, rather than
as it is being heard.... Such studies... have little to say about the internal struc-
ture of processing events.... To address these kinds of issues we have to use tasks
which tap the operations involved in real-time or “on-line” sentence processing”
(p- 400). Such methods have been only gradually developed over the eleven years
after McKee wrote her chapter.

This volume and the Workshop that inspired it is extremely important for
our field because it focuses on the “real-time” operations alluded to by Tyler and
Marslen-Wilson in 1981, a domain of inquiry that is destined to become an in-
creasingly prominent aspect of child language research. It is particularly timely
because on-line methodology has matured sufficiently in the last decade to con-
stitute a robust field in its own right.

Not surprisingly, as research in childrens language processing has come
into its own, the theoretical issues and empirical questions that it addresses are
primarily interested in grammatical development. An interesting aspect of this
Workshop and of the work discussed in this volume is that the new questions are
directly reflected in the new on-line methods that are being developed. Theory
identifies the hypotheses and questions that need to be addressed empirically,
and clever people figure out the methods to do that. While off-line tasks can test
hypotheses about the status of children’s grammars, it is crucial to know whether
those grammatical principles are applied as sentences are being processed. An
early and important study addressing this question was one by McKee, Nicol,
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and McDaniel (1993). Using a cross modal priming paradigm, they demonstrated
that children apply knowledge of Principle A on-line. Further, they showed that
the mysterious tendency of some children to (apparently) disobey Principle B
manifests itself during sentence processing. Just those children who disobeyed
Principle B in an off-line truth-value judgment task showed activation of illegal
antecedents in the on-line task, while those who obeyed Principle B in an off-line
task did not. The study by Hirsh-Pasek and Golinkoff (1996) using the intermodal
preferential-looking paradigm (which they adapted from Spelke, who developed
it in 1979 to study intermodal perception) demonstrated that infants have inter-
nalized the standard word order of English and can distinguish transitive from
intransitive sentence frames. This result was particularly important because the
infants they studied were not yet using combinatorial speech.

A closely related question is: What are the representations constructed by
children as they process sentences? Obviously, the construction of a representa-
tion is based on grammatical knowledge, so any particular representation is pri-
ma facie evidence of the existence of that knowledge. For example, experiments
reported by Clahsen (this volume) demonstrating that children fill gaps on-line
demonstrate not only the existence of empty categories in children’s representa-
tions, but also the existence in their grammars of movement operations. Snedeker
and Thothathiri (this volume) argue that effective cross-verbal priming in their
structural priming studies demonstrate that children as young as 3 and 4 years
old construct abstract representations of verb and sentence structure. The now
well-known preference of children for a goal interpretation of the first preposi-
tional phrase in sentences like Put the frog on the napkin into the box (Trueswell,
this volume) reflect an initial structural analysis in which the first PP is VP rather
than NP attached. It also indicates that children represent the argument structure
of verbs in their lexicons.

A number of off-line studies (e.g., Gerken & McIntosh 1993) have demon-
strated that children who omit function words in speech include them in sentence
representations. Work reported at this Workshop by Kedar (2006) reinforces this
finding, but shows that even younger children than those identified by oft-line
studies can be shown to construct internal representations of function words if
sufficiently sensitive measures are used (for Kedar looking latencies in the inter-
modal preferential-looking paradigm). This work is critical to our understanding
of when children begin to represent functional categories in their grammars. The
late use of function words had led earlier to the belief that early grammars may
lack functional categories (Radford 1990).

Just as work in grammatical development asked questions about when chil-
dren’s grammars become adult-like, much processing work is driven by asking
how children’s processing operations are similar to and different from those of
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adults. An excellent example of this line of research comes from the on-line pro-
cessing of lexical ambiguities. David Swinney (1979), using a cross-modal prim-
ing task, demonstrated the initially counter-intuitive finding that upon encoun-
tering an ambiguous word in a sentence, adults retrieve all possible meanings,
independent of context, then select the contextually appropriate meaning before
the end of the sentence. This work was of great importance because for years we
had known about the role of context in sentence processing in general and in
disambiguation in particular. Swinney identified the locus of the context effect,
when it does and does not influence the hearer, and revealed the existence of
unconscious mental operations that come into play during sentence processing.
Ten years later Swinney and Prather (1989), and, later, Love, Swinney, Bagdasary-
an, and Prather (1999) showed that this same effect obtains for children. At this
Workshop Khanna, Boland and Cortese (2006) reported studies of the resolution
of lexical ambiguity in response to biasing context. Using a cross-modal naming
paradigm, they showed that second and third grade children (approximately 8
and 9 years old) are not able to use biasing information in the way adults do, but
fourth grade children (10 years old) are. Further, successful use of context was
correlated with reading ability.

Other on-line work on lexical access and organization demonstrates that
children’s lexicons are organized similarly to those of adults. In an eye movement
study of cohort effects, reported at this Workshop, Sekerina (2006) showed that
preschool children demonstrate the cohort effect, but that developmental pro-
gression is in the speed and efficiency with which lexical information is accessed
and used.

A related issue is whether, during on-line sentence processing, children use
the same kinds of information as adults do. Gibson, Breen, Rozen, and Rohde
(2006) demonstrate that relative clauses with object extraction are processed
more slowly than are those with subject extraction for both adolescents (age
12-15) and adults. The two groups show similar garden-path effects in sentences
with reduced subject relative clauses, effects which are attenuated by the presence
of verbs with a high frequency of use as a past participle. The tasks were self-
paced reading and listening. The striking difference between the two groups was
revealed in the reading task, in which the adults, but not the adolescents, were as-
sisted by plausibility information. Note, however, that in the Gibson et al. (2006)
study participants were much older than children in most on-line studies. It is
unclear whether self-paced reading could be done with much younger children,
given the complexity and length of the materials. Still, the lack of adult-like use of
plausibility is even more interesting, given the fact that the people studied were
adolescents and might have been expected to exhibit fully adult-like processing
strategies. Kidd, Stewart, and Serratrice (2006), in an eye movement study, showed
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a similar tendency of 5-year-olds to rely more on structural information than on
either plausibility or information gained from the visual scene. In a sentence like
Chop the tree with the leaves children ignore the implausibility of leaves as an in-
strument and rely on the verb bias for VP-attachment to produce the implausible
situation of using leaves to chop the tree. Note that this also demonstrates the
preference of the children, as well as the adults, to construct representations with
the prepositional phrase attached to the VP rather than to the NP.

A crucial processing difference between children and adults is children’s in-
ability to revise initial parses by shifting from an initial structural representation
to a more appropriate one. Fabrizio, Guasti, and Adani (2006) used a self-paced
listening experiment with Italian-speaking 9-year-olds to see whether number
agreement on the auxiliary verb would cause them to repair an initial subject rela-
tive analysis. Many of the children were unable to do this and, as a consequence,
misunderstood the sentences. Fabrizio et al. (2006) suggest that for children struc-
tural information is more salient than agreement information, similar to Gibson
et al’s (2006) and Kidd et al’s (2006) findings about structural information relative
to plausibility. In his eye movement experiments, Trueswell (this volume) shows
that children above the age of 8 can, as do adults, revise their initial VP attached
representation of the first PP in Put the frog on the napkin into the box when they
hear the second PP, restructuring the parse so that the first PP is NP-attached and
the second fulfills the sub-categorical requirements of the verb. Children younger
than eight cannot perform this reanalysis, even in the presence of a visual context
containing two frogs, one of which is on a napkin.

Explanations for the differences between the processing abilities of children
and adults lead on-line researchers to examine the development of non-linguis-
tic cognitive capacities. Interestingly, these are often the “performance factors”
we have sought to control in off-line experiments. Khanna, Boland, and Cortese
(2006) account for the ability of fourth graders, as distinct from that of second and
third graders, to use context for lexical disambiguation by postulating the matura-
tion of inhibition and selection capabilities. They suggest that these capacities are
underdeveloped before the age of 8, which is also what Trueswell identifies as the
age when successful parsing revisions take place. Trueswell argues that increased
revision ability is attributable to the development of cognitive control and execu-
tive function. He claims that children must overcome cognitive impulsivity in or-
der to revise initial hypotheses about structure and meaning. Gibson et al. (2006)
believe that their finding that plausibility affects listening but not reading is a re-
sult not of modality per se, but of resource allocation. Several studies presented at
this Workshop and discussed in this volume identify the effects of memory span.
Clahsen (this volume) reports studies showing that children with low memory
span do not show the reactivation of antecedents at gaps demonstrated by chil-
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dren with higher memory spans. They also tend to attach structurally ambiguous
relative clauses to the second NP, while high span children prefer the first. Fab-
rizio et al. (2006) found that children with higher memory spans were more likely
than children with shorter memory spans to use agreement information to revise
initial structural hypotheses.

Questions about the information used in on-line processing have been ex-
tended to cross-linguistic research. In sentences such as Put the frog on the napkin
English-speaking children prefer VP attachment for the PP presumably because
the initial verb is sub-categorized for a locative argument. In Korean sentences
of this type, verb information is last, while initial information is case marking
on napkin, which, though ambiguous, is biased toward the locative. Choi and
Trueswell (2006) show that both Korean and English speaking children employ
a (by hypothesis) universal strategy of using the first reliable information avail-
able in their language, verbal for the English-speaking children, case marking for
the Korean children. Further demonstration that children exploit the information
available in their language is a series of studies by Fernald and colleagues (Fer-
nald, Zangl, Thorpe, Hurtado, & Williams 2006) showing that Spanish-speaking
children as young as 3 use gender marking of the adjective to identify the referent
of nouns on timed trials. Post-nominal adjectives in Spanish also facilitate the
processing of noun phrases, relative to English pre-nominal forms.

A major contribution of on-line research has been an enhanced understand-
ing of the nature of language disorders, and the promise of early detection of
children who are at risk. In a series of ERP studies Friederici (Mannel & Friederici
this volume) identified a number of measures on which infants at risk for specific
language impairment differed from those who were not. At-risk 2-month-old in-
fants failed to discriminate long from short syllables as rapidly as did infants who
had no family history of SLI. They also report studies showing that infants with
a family history of dyslexia respond to duration changes and consonant changes
differently than do infants without such a family history. Retrospective studies
demonstrate impaired stress perception and responses to incongruous words in
the ERP responses of infants who later have language production deficits. Taken
together, these studies suggest that children who are at risk for language disor-
ders process speech input differently than do children who do not develop disor-
ders. On-line methods also promise early identification of children at risk. Both
Marchman and Fernald (2006) and Pakulak and Neville (2006) identify low so-
cio-economic status as a major predictor of cognitive and linguistic deficits. The
latter even identify differences in brain structure associated with SES differences.
Pakulak and Neville report a large study of a variety of intervention techniques
with low performing SES children, with promising results. These findings have
major public policy implications for early childhood education and intervention.
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Van der Lely and Fonteneau’s (2006) neurolinguistic work on children with spe-
cific language impairment (SLI) who have a specific grammatical impairment has
demonstrated a neural substrate specialized for syntactic processing. Her work
brings us full circle, from an understanding of language impairment to insight
about linguistic functioning in the unimpaired brain.

Several studies presented at this Workshop identified predictors in infancy
for language disorders later in life. One, however, demonstrates continuity be-
tween language skills in typically developing children from the age of 25-months
to 8 years. Marchman and Fernald (2006) conducted a longitudinal study of eye
movements in response to picture naming. Those children who responded more
quickly and accurately at 25 months demonstrated faster vocabulary growth in
subsequent years. Furthermore, in a follow-up study when these children were
8 years old, they were tested on standardized language measures. The response
times of the children when they were infants correlated significantly with their
performance on language and cognitive tests six years later. This remarkable study
demonstrates the continuity of very different language skills over developmental
time. The importance of such a finding for our understanding of typical language
acquisition cannot be over-estimated.

My own work (Cairns, Waltzman, & Schlisselberg 2004) investigates children’s
metalinguistic ability to detect the ambiguity of lexically and structurally ambigu-
ous sentences. We are interested not in ambiguity resolution, but in the ability
to report that a sentence has two possible meanings. We argue that this ability
rests on the lexical and structural processing operations studied on-line: access of
multiple meanings of ambiguous words in sentences and the ability to construct
structural representations of sentences. In particular, we think that ambiguity de-
tection relies on the ability to reprocess lexical representations and revise struc-
tural representations. It is no coincidence that the age of 8, which is crucial in the
ability to revise structural analyses on-line, is the age at which children begin to
be able to detect structural ambiguity. In order to construct two structural repre-
sentations (necessary for the perception of the ambiguity of structurally ambigu-
ous sentences) children must escape from what Trueswell calls cognitive impul-
sivity. We find that ambiguity detection is a massive predictor of reading ability
in pre-readers through third graders, and we argue that is because it is just those
psycholinguistic processes that are recruited in skilled reading. It would be inter-
esting to investigate whether good early readers have less cognitive impulsivity
than do poor readers. It is an ideal outcome for on-line investigations to produce
results that elucidate not only on-line processing but also the acquisition of higher
level operations, such as metalinguistic skill and reading.

The importance of a variety of methodologies to our understanding of child
language cannot be over-estimated. This is because we must have theories of at
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least three linguistic levels and their acquisition to account for language use. First,
we must have a theory of linguistic form and organization (the grammar and
lexicon) to define the nature of lexical information and the structures that can
be computed during sentence production and comprehension. Such theories are
typically tested by a variety of oft-line methods. Second, we must have a theory
of the processing operations involved in accessing the grammar and lexicon in
production and comprehension. Such a theory will include parsing preferences
and principles of lexical organization (e.g., frequency) about which the grammar
is agnostic. On-line methods, such as those addressed at this Workshop and dis-
cussed in this volume, are crucial for testing these theories. Finally, we must have
a theory of neural organization and operation to account for how the processing
operations are implemented and how knowledge of language is developed and
represented. Methods probing brain function and organization, some of which
were presented at this Workshop and discussed in this volume, are critical to test
these theories. In the spirit of predicting the possible direction of future research,
I will suggest where progress needs to be made in each of these areas.

Current theories of the development of linguistic competence assume that
the infant begins with innate access to the principles and operations made avail-
able by Universal Grammar and, thus, does not need to acquire them through in-
teraction with the environment. Language-particular aspects of morphology and
syntax, as well as lexical representations, must be acquired through information
available in the speech of the child’s community. Advances in learnability theory
demonstrate that the information the child receives must be exclusively positive,
as opposed to negative, information. That is, the child does not have access to
information about which linguistic forms are not available in his language. Note
that most of this conception of acquisition theory derives directly from linguis-
tic theory itself. Universal Grammar specifies the innate aspects of language that
children do not have to learn, as well as the parameters that must be set through
experience. I would like to suggest, however, that we do not really have a theory of
language acquisition. As Ménnel and Friederici state in the first sentence of their
paper in this volume: “The wonder of language acquisition with its remarkable
speed and its high success remains a mystery” Decades of research have revealed
an enormous amount of valuable descriptive information about what children
know and when they know it, but we do not yet have a truly explanatory theory.
Just as adult psycholinguistics has succeeded in developing processing theories
consonant with but independent of the grammar, we need a theory of language
acquisition that accounts for how children operate on their linguistic input to
create grammars. Similar to adults in language processing, children must engage
cognitive processes that are non-linguistic in order to operate on the speech input
available in their environment. Slobin (1985) in a series of papers, books, and
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chapters, described the set of “operating principles” that the child brings to bear
on the language learning process. Indeed, we need a theory of language learn-
ing universals that all human children employ in order to create an internalized
grammar, shaped by biologically-based access to Universal Grammar interacting
with the speech of the child’s community. Valian (1990) has addressed the ques-
tion of whether parameters can be set by precise “triggers” in the input language,
or whether the child uses parametric variation to construct hypotheses about the
language-particular aspects of his language. A discussion of the advantages and
difficulties associated with both conceptions would take us too far afield; however,
I believe that this is the kind of question we should be addressing as we move to-
ward the goal of a truly explanatory theory of the acquisition of competence.

Similarly, we need a theory of how processing skills develop. Having estab-
lished that adults use non-linguistic processing operations, we must account for
how infants grow up to be adults in this realm, as well as in the realm of linguistic
competence. Studies presented at this Workshop suggest that properties of the
language, such as word order constraints, movement operations, and lexical in-
formation drive early parsing preferences. But how do children acquire processing
operations and preferences, such as subject-object asymmetries and the expecta-
tion of subject gaps, which are not driven by the language and which the child
cannot, in principle, observe? Lexical organization and receptive access appears
to be similar for adults and children, but what principles of lexical development
can account for this? Can we identify universal principles of structural and lexical
processing? How can we account for the fact that some kinds of information seem
to be less salient for children than for adults, e.g., information about morphol-
ogy and plausibility? Non-linguistic cognitive characteristics seem to drive the
acquisition of processing to a much greater degree than they do the acquisition
of grammar. Selection, inhibition, efficiency of lexical access, cognitive control,
executive function, resource allocation, and memory span all seem to play roles in
the movement of children to adult-like processing capabilities. We need theories
of how these cognitive abilities develop and how they interact with the application
of processing operations derived from grammatical and lexical knowledge.

A theory of the development of linguistic performance must address language
production as well as reception. We began by acknowledging that children know
more than they say: the question is why should that be so. There has been surpris-
ingly little research into the language production of young children, yet there are
important cross-linguistic similarities pointing to the role of general linguistic,
cognitive, or motoric principles in early speech production. It has been suggested
that the well-known “vocabulary spurt” that occurs in the second year of life may
be more a result of enhanced lexical access than of word learning (Dapretto &
Bjork 2000). A theory of early production will, like theories of adult production,
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address the mechanisms by which morphological and syntactic forms are realized
by the production system, as well as the processes of lexical representation and
retrieval (Garrett 1988; Bock & Levelt 1994).

A theory of the development of the neurological representation of language
and the brain mechanisms that underlie language learning and processing will
undoubtedly be eventually subsumed as a component of developmental neurol-
ogy. It will be critical to identify those areas of the brain that develop as language
learning takes place, just as we now know quite a bit about the time-course of
linguistic operations in the developing brain.

As we speculate about the future applications of research in all three areas
of language — competence, processing, and the neurological substrate — we are
struck by the importance of work in all three to identify children at risk for vari-
ous types of language disorders. Several presentations at the Workshop and in the
wider literature suggest subtle precursors to specific language impairment and
other forms of language disorders. Early detection is extremely important, but
of equal value is the application of psycholinguistic principles to intervention in
disorders of speech, language, and reading. The conversation between psycholin-
guistic researchers and people on the front lines of helping at-risk and language
disordered children must be greatly improved. This will require efforts on both
sides of that conversation. Psycholinguists and other language researchers need
to reach out to make their findings accessible and relevant to speech-language
pathologists and educational specialists. By the same token, practitioners must be
willing to listen to people investigating basic language processes and be open to
the implications of experimental work for clinical intervention. Enhanced com-
munication across the disciplinary divides could result in improvement in the
lives of thousands of children.

Whatever the future holds for the field of language acquisition, we can pre-
dict that advances in our knowledge will be as great as they have been in the past.
Along with the present volume, the Workshop on On-line Methods in Childrens’
Language Processing served not only to demonstrate sophisticated new method-
ologies being developed. It showcased the talented and dedicated scholars who
will lead the field forward.
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